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Course logistics

o Grades will soon be returned for
o Project progress reports

o Exam

e Homework 3 is due next Mon Apr 14

o LLM prompting

o Use class OpenAl APl account. Copy the key In the
Canvas announcement


https://michaelmilleryoder.github.io/cs1671_spring2025/hw3

Course logistics

e Project final reports are due Apr 24

o Instructions will be released

e Project presentations will be given during the
final class session, Apr 30, 12-1:50pm



Structure of this course

MODULE 1 Prerequisite skills for NLP

text normalization, linear alg., prob., machine learning

Approaches

How text is represented NLP tasks

el 2v statistical machine learning

n-grams language modeling
text classification

neural networks

static word vectors language modeling
text classification

m transformers and LLMs

contextual word vectors language modeling
text classification
sequence labeling

MODULES NLP applications and ethics

machine translation, chatbots, information retrieval, bias




Overview: Machine translation

e Translation in practice

e Why is translation difficult?

e [Exercise: translate some Tajik

e Parallel corpora

e [Encoder-decoder MT systems with transformers
® Beam search

e MT evaluation

e Biasand MT



® Mapping a “text” in a source language to a target language

“I went to the store to buy eggs” “Eu fui a loja comprar ovos”

BRANDO
SANDERSON

dk
HERQ ¥ AGES

Slide adapted from Lori Levin



Translation in practice




Most translation is still done by human translators

Translation and Localization Industry Grows 11.8% in 2021 to
USD 26.6bn

https://slator.com/translation-localization-industry-grows-in-2021-to-usd-26bn/ 9
Image credit: AMN Healthcare
Slide adapted from Lori Levin



https://slator.com/translation-localization-industry-grows-in-2021-to-usd-26bn/

Post-editing and computer-assisted translation

e Checking and correcting of machine translation by humans is called
post-editing

B ELT
PANIC CAREFULLY

NO GRITAR
DO NOT CRY

Evacuation Ladder Do not yell

10

Slide adapted from Lori Levin
Images credit: https://www.languageconnections.com/blog/7-hilarious-machine-translation-mistakes/



https://www.languageconnections.com/blog/7-hilarious-machine-translation-mistakes/

Why is translation difficult?

1



Why not just look up each word in a dictionary and translate

word-for-word?

Many-to-many mappings of words

12
Slide adapted from Lori Levin, Jurafsky & Martin, Hutchins & Somers



Why not translate word-for-word: grammar distinctions

The grammars of some languages make distinctions that other languages
don't make:

e Russian kniga translates to English as the book or a book.
o English grammar makes a distinction in definiteness
o Russian grammar does not.
e English it translates to French il/le (masculine) or elle/la (feminine).

e English a translates to French as un (masculine) or une (feminine).
o Une chaise (a chair) vs un livre (a book)
o French grammar makes a distinction in gender
o English grammar does not.

13

Slide adapted from Lori Levin



Why not translate word-for-word:

Different numbers of words to say the same thing

uygarlastiramadiklarimizdanmissinizcasina
“(behaving) as if you are among those whom we were not able to civilize”

uvgar ‘“civilized”
+las  “become”

|

+tir  “cause to”
+ama “not able”
+dik  past participle
+lar plural

+imiz. first person plural possessive (“our”)

1

+dan  ablative case (“from/among”)
+mis  past
+siniz  second person plural (“y’all”)

+casina finite verb - adverb (“as if")

14
Slide adapted from Lori Levin



Why not translate word-by-word: word order

English:  He wrote a letter to a friend — sVO (verb-medial)

Japanese: tomodachi ni tegami-o kaita — sov (verb-final)
friend to letter  wrote

Arabic: katab risala li sadg «— VS0 (verb-initial)
wrote letter to friend

15
Slide adapted from Lori Levin, Jurafksy & Martin



Exercise: Tajik

There are 3,344,720 speakers of Tajik in Tajikistan (one of the Central Asian republics of the former Soviet Union)
and another million speakers in surrounding countries.

oyycTn xyom xamcosm cymo  a good friend of your neighbor
Xxamcosinm gyyctm xyé6m cymo  a neighbor of your good friend
Xxamcosinm xyou ayyctm cymo  a good neighbor of your friend

Above are three phrases in Tajik with their English translations. ﬂyyCTM
Your task 1s to give the English translations of all four Tajk 7
words. The possibilities are simply "good," "friend," "neighbor," Xamcoan
and "your." The order of the words — which 1s not the same order Xy6 n
as in English! — does the rest.
CYMO
Problem by Adriana Solovyova 16

Slide adapted from Lori Levin



Why is translation difficult? Style and genre

BTN RSB

dai yu zi zai zhen shang gan nian bao chai

From “Dream of the Red Chamber”, Cao Xue Qin (1792)

Chinese: DAIYU ALONE ON BED TOP THINK BAOCHAI

As she lay there alone Daiyu's thoughts turmed to Baochai .

Parallel data is more likely to match styles (like literary style) than be an
“exact” translation

17

Slide adapted from Patrick Fernandez, Graham Neubig, Xinyi Wang, Lori Levin



Preparing for machine translation

1. Collect a parallel corpus

2. Align sentences

18

Slide adapted from Lori Levin



Parallel corpora

19



<

@ﬂ; Buy Gift Cards Pickup ASAP (20-25 minutes) from 114 Atwood St. ®@

Bao - Pitt Campus

Food

Appetizers L&
Tea Egg XHE Pork Belly Slider F{EEXIE
$4.00 $7.95
Popcorn Chicken ZhEFIS Cantonese Style Chicken Feet [ ZLXJT
$8.95 $8.95

Rolled Pancakes w/Roast Beef & {H
$12.95

Crab Rangoon #££fj
$7.95

Pan Fried Radish Cake & [MEE
$7.95

Indian Pan Fried Pancake EJEi&RiIH
$6.95
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Parallel corpora examples

e FEuroparl: Proceedings of the European Parliament; 21 languages; up
to 2 million sentences

e United Nations Parallel Corpus: 10 million sentences in Arabic,
Chinese, English, French, Russian, Spanish

e OpenSubtitles: movie and TV subtitles

e ParaCrawl: 223 million sentences in 23 EU languages

21
Slide adapted from Lori Levin, Jurafsky & Martin



What about parallel corpora for the other 7000 languages?

e For many languages, the only parallel text is the Christian Bible.

e Low-resource MT is a large area of research
o How to leverage monolingual texts (backtranslation)
o Humans in the loop
o Leverage multilingual models

22

Slide adapted from Lori Levin



Sentence alignment

E1: “Good morning," said the little prince. F1: -Bonjour, dit le petit prince.

F2: -Bonjour, dit le marchand de pilules perfectionnées qui

E2: “Good morning," said the merchant. . e
apaisent la soif.

E3: This was a merchant who sold pills that had

been perfected to quench thirst. F3: On en avale une par semaine et I'on n'éprouve plus le

besoin de boire.

E4: You just swallow one pill a week and you F4: -C’est une grosse économie de temps, dit le marchand.
won’t feel the need for anything to drink.

’Es: “They save a huge amount of time," said the merchant. F5: Les experts ont fait des calculs.
E6: “Fifty—three minutes a week." F6: On épargne cinquante-trois minutes par semaine.
E7: “If I had fifty—three minutes to spend?"” said the F7: “Moi, se dit le petit prince, si j'avais cinquante-trois minutes
little prince to himself. a dépenser, je marcherais tout doucement vers une fontaine..."

E8: “I would take a stroll to a spring of fresh water”

A sample alignment between sentences in English and French, with sentences extracted from
Antoine de Saint-Exupery’s Le Petit Prince and a hypothetical translation. Sentence alignment takes sentences
ey,....en, and fi,..., f, and finds minimal sets of sentences that are translations of each other, including single
sentence mappings like (eq,f}), (e4.f3), (es5,f1), (e¢.fs) as well as 2-1 alignments (e,/e3,f>), (e7/eg,f7), and null

alignments (fs). e
Figure credit: Jurafsky & Martin



Encoder-decoder MT systems

24



Slide credit: Sabit Hassan

Which model to train?

of course. But why?
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Recap: Attention and Transformers

2
Jé ¢ Output
b S 5 ¥ a 4 Probabilties
s 3 § &§ & s B 5 § % Feed-forward network:
horse Residual connections after taking information from
and layer normalization _ other tokens, take a moment to
. Voy N e think and process this information
automobile . Y N X
\" \‘ \‘\ T
\ \ ~
deer Feed-forward network: - ] Decod g o
after taking information from (Agda Nom Je / ecoaer-encoder attention:
dog other tokens, take a moment to k, target tqken looks at the source
‘hink and process this information -ﬂn Lol N queries - from decoder states; keys
frog T and values from encoder states
N Yy ‘Add & Norm
. * Add & Norm
cat . Encoder self-attention: —__| . Masked
Multi-Head Multi-Head _ i .
tokens look at each other Attention Attention Decoder self attentlon (masked):
truck . queries. kevs. values L ) T 7 tokens look at the previous tokens
9 - I"]'. qu .'.'dh fr ” = b ' g queries, keys, values are computed
are compute O Positional A Positional from decoder states
Stip encoder states Encoding € Encoding OrEecoder states
Input Output
airplane Embedding Embedding

bird Inputs Qutputs
(shifted right)

e Focus on different parts of input for each input and output
e C(loser to how we humans may process language

Slide credit: Sabit Hassan
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Encoder-decoder transformer architecture

(" Decoder =)
e A‘ - ’-I 7 Z) 7 7= \l
_ cross-attention llegé 1 la° | bruja ': verde i </s>
d [ 1 P B
| Regrens! e -.'.-.L-.-.-.-. o —
5 :I, [E i ] T =
| & ] ! C 3 C 3
transformer | ¢ ) ¢ ] g ] ' ) = e | =—mm | —
: ) : -] L 3 : ] B b abeans o B
blocks . ' T : . TE T ..... % TE
t 3 R 3 ¢ 3 | | |
: : : ' : : : ' am—a T ———
. . "'"{:':"."= TE "-'%-:-:-::!=E fE
The green  witch  arrived o | & :
<s> ! llegd | a | bruja ! verde
Encoder Pt P
- 4 3 = Y,

IBTLIVBURY The encoder-decoder transformer architecture for machine translation. The encoder uses the
transformer blocks we saw in Chapter 9, while the decoder uses a more powerful block with an extra cross-
attention layer that can attend to all the encoder words. We’ll see this in more detail in the next section.

27
Slide adapted from jurafsky & Martin



The transformer encoder-decoder

e (Can use transformers for
encoder-decoder (seqg2seq)
framework

e Transformer decoder modified to
perform cross-attention to the

output of the encoder

Slide adapted from John Hewitt

Probabilities

Softmax
o~
Linear
A

Add & Norm
N

Feed-Forward

Add & Norm

Add & Norm
A
Feed-Forward

Add & Norm Add & Norm

Block Block

Add Position

Add Position A
Embeddings Embe$d1ngs
) i Embeddings
Embeddings g

Encoder Inputs Decoder Inputs
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Cross-attention

* We saw that self-attention is when keys,
queries, and values come from the same
source.

* In the decoder, we have attention that hl’ ) hn

looks more like what we saw last week.

Add & Norm
Add & N
* Let hy, ..., h, be output vectors from the A

Transformer encoder; x; € R? Feed-Forward
Zl’ LN ’ Zn

* Letz, ..., 7, beinput vectors from the

Add & Norm (_> Add & Norm
Transformer decoder, z; € R4
* Then keys and values are drawn from the
encoder (like a memory): Block Block
* ki = Khj, v; =Vh;. Add Position Add Position
. Embeddings Embeddings
* And the queries are drawn from the S
: mbeddings
decoder, q; = in- Embeddings
Encoder Inputs Decoder Inputs 29

Slide adapted from John Hewitt



Beam search

30



Beam search improves on greedy decoding

e Traditional encoder-decoder framework involves generating highest
probability word (argmax) at each timestep in the decoding

e But this greedy approach suffers from issues if choosing early high-
probability tokens leads to low-probability sequences!

e Solution: Don't commit to just the 1 highest probability word, but
keep multiple options in a “beam”

e Prune to k highest-probability sequences | cng
after each timestep

Image: iStock 31



Beam search example

log P (“the green witch arrived”|x)

log P (arrived the|x)
= log P (the|x) + log P(green|the,x)

=-23
+ log P(witch | the, green,x)
the ® +logP(arrived|the,green,witch,x)
/ i+log P(END|the,green,witch,arrived,x) -, 27
: 0 log P(arrivedjx) -,69 log P(arrived witch|x) -3.2 e
Find highest _ 5
g _-1'6/ =-3.9 e ® -2.5 R END

probability arrived—-2.3—witch @ / 21 S
T 438

. P
English 4 3.6 = =
f S log P(the green|x) -.36 3.7 ‘ at

sentence for start log P(thelx) =r1r(; 51— witch 16——came @ |
x = “llego la B b aen
bruja verde” ™ - aa 22, —-END

t " witch -.11 arrived

| -1.61 -3.8

23
: Ty

4.4

wno

log P(Y4|Y3,Y2,y 1 ,X) log P(Y5|Y4,Y3 ,Y2,Y1 ,X)

Y Y2 Y3 Y4 ¥s
32

log P(y,[x) log P(y,|yy,%) log P(y3]y,,y1,%)

Slide adapted from jurafsky & Martin



MT evaluation

33



Human evaluation of MT

Human evaluation: Rate/edit translations. Expensive but the best.
o Can ask bilingual raters to compare original source text
with prediction
o Can ask monolingual raters to compare predicted

translation with reference translation

34
Slide adapted from Sabit Hassan



Two aspects of human evaluation of MT

e Adequacy: how well translation captures exact meaning of the
source sentence

e Fluency: how fluent/readable/natural the translation is in the

target language

35
Slide adapted from Sabit Hassan



Automatic evaluation of MT

e Character or word overlap-based
o chrF, BLEU

e Embedding-based: measure distance between embeddings of
tokens
o Trying to capture synonyms
o METEOR, BERTScore

e Classifier-based: train a classifier to predict human ratings
between predicted translations and reference translations
o COMET, BLEURT

36
Slide adapted from Sabit Hassan



chrF score

e chrP: percentage of character 1-grams, 2-grams, ..., k-grams in the
hypothesis that occur in the reference, averaged.

e chrR: percentage of character 1-grams, 2-grams,..., k-grams in the
reference that occur in the hypothesis, averaged.

chrP - chrR
B2 -chrP + chrR

chrFB = (1+ B?)

37
Slide adapted from Sabit Hassan



Bias in MT

38



Example: gender bias in pronoun translation

Hungarian (gender neutral) source English MT output

0 egy apolo she 1s a nurse

0 egy tudos he 1s a scientist

0 egy mérnok he is an engineer

O egy pék he 1s a baker

O egy tandr she 1s a teacher

0 egy eskiivioszervezd she 1s a wedding organizer
0 egy vezérigazgato he 1s a CEO

10T RAPA  When translating from gender-neutral languages like Hungarian into English,
current MT systems interpret people from traditionally male-dominated occupations as male,
and traditionally female-dominated occupations as female (Prates et al., 2019).

39
Figure from Jurafsky & Martin



Fixing MT: bias

e Expand definitions of bias

o Bilas is multifaceted. Gender, racial, cultural, linguistic
e |dentify existence of bias
e |dentify sources of bias: annotations? Embedding space?

e Involve native speakers in evaluation

40
Slide credit: Sabit Hassan



Conclusion

® MT is often used in conjunction with human translators
® Language divergences (in word meaning, syntax structure, etc) make MT difficult
® Parallel corpora are used for training MT systems

® Encoder-decoder transformer MT systems use cross-attention to attend to the
source language input when generating the target language output

e Automatic overlap methods (chrF, BLEU) are popular MT evaluations, though can
be poor proxies for adequacy and fluency ratings by humans

e Like any NLP task, social biases (e.g. gender in pronouns) must be considered in
MT

41



Questions?

42
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