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Kevin King Doubletalk

Also known in Kevin's words as "Verbal Perception Manipulation", this is a great example of Kevin opening a corporate event. He's been introduced to the crowd as an expert on future trends and what it takes to be successful. The audience thinks they're in for some real insight toward attaining their financial goals. The truth is, the joke's on them...

http://www.youtube.com/watch?v=5XHCM7t1fkc
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CS 1671/2071
Human Language Technologies



● Thanks for submitting project ideas! I will filter these (probably to 
~14) and post all the options (anonymously) to the website today

● 21 original ideas were submitted!

● Most popular example projects: 

○ Human vs AI-generated text classification

○ Reading comprehension question answering

● Next class session, Wed Feb 4, will be project group match day

● I will put project options all around the room. You will form 
groups of 2-4 students around projects
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Course logistics: project



● I will release another quiz on Canvas today

○ It will be due this Thu Feb 6

○ Looking over the reading is a great way to prepare

● Homework 2 has been released. Is due Feb 20

○ Build a text classification system to predict deception in a game 
(Diplomacy)
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Course logistics: quiz and homework

https://michaelmilleryoder.github.io/cs1671_spring2025/hw2.html


●Contact Jayden at 

jserenari@pitt.edu

with any questions
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mailto:jserenari@pitt.edu
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What are the 2 (related) tasks of 
language modeling?

Review activity



● Sampling sentences from language models

● The problem of zeros

● Laplace and Lidstone smoothing

● Interpolation and backoff

● Coding activity: sampling from smoothed ngram language models

● (If time permits) tf-idf and PPMI weighting
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Lecture overview: N-gram language models part 2
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Sampling sentences from 
language models



● Choose a random bigram 
(<s>, w) according to its 
probability

● Now choose a random 
bigram (w, x) according to its 
probability

● And so on until we choose 
</s>

● Then string the words 
together

<s> I

I want

want to

to eat

eat Chinese

Chinese food

food </s>

I want to eat Chinese food
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The Shannon Visualization Method

Slide adapted from Jurafsky & Martin
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Example n-gram language samples

Slide adapted from Jurafsky & Martin
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Wall Street Journal n-gram language model samples

Slide adapted from Jurafsky & Martin
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The problem of zeros
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Slide credit: David Mortensen
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N-grams in the test set that weren’t in the training set

Slide credit: David Mortensen



1. Completely unseen words in the test set
2. Words in unseen contexts in the test set
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Two kinds of “zeros”



16Slide credit: David Mortensen
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Laplace and Lidstone smoothing



When we have sparse statistics:

Steal probability mass to generalize better

P(w | denied the)
3 allegations
2 reports
1 claims
1 request

7 total

P(w | denied the)
2.5 allegations
1.5 reports
0.5 claims
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Slide adapted from Jurafsky & 
Martin, Dan Klein
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The intuition of smoothing
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Laplace smoothing: Pretending that we saw each word once more 

Slide credit: David Mortensen



Solution for zeros: smoothing

Slide credit: Lorraine Li



Solution for zeros: smoothing

Slide credit: Lorraine Li



Laplace smoothing is too blunt

Problem: A large dictionary makes rare words too
probable.

Solution: instead of adding 1 to all counts, add k < 0.

How to choose k?

Slide credit: Lorraine Li



How to choose k?

Slide credit: Lorraine Li



How to choose k?

● Hyperparameter!
○ Try many k values on dev data and choose k

that gives the lowest perplexity

○ Report result on test data

● Could tune this at the same time as n in n-
gram LM

Slide adapted from Lorraine Li
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Interpolation and backoff
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Slide credit: David Mortensen
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Linear interpolation takes into account different n-grams

Slide credit: David Mortensen
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Slide credit: David Mortensen



29Slide credit: David Mortensen



30Slide credit: David Mortensen

• If higher-order n-grams have 0 count, “back off” to 
lower-order n-grams

• “Stupid” because doesn’t bother making it a true 
probability distribution and summing to one
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Coding activity: sample from n-gram LMs



● Click on this nbgitpuller link

○ Or find the link on the course website

● Open session7_sample_ngram_lm.ipynb
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Sample from n-gram language models on JupyterHub

https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs1671_jupyterhub&urlpath=lab%2Ftree%2Fcs1671_jupyterhub%2F&branch=main
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