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● Quiz on Canvas due this Thu Feb 13

○ I will release it today

○ What readings it covers will be specified in the description on Canvas

● Homework 2 is due next Thu Feb 20

○ What you can work on now: look at scikit-learn LogisticRegression
documentation. Try loading data, extract features (vectorize) the data and 
train a model from it. It’s fine to use code from the clickbait classification 
exercises in class!

○ I will soon release the optional Kaggle competition for extra credit
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Course logistics: quiz and homework

https://michaelmilleryoder.github.io/cs1671_spring2025/hw2.html


● Next project milestone: project proposal due Feb 28 (stay tuned for more 
details on that)

● If I emailed your group about choosing different directions or datasets, 
please respond over email or book office hours to talk through by this Fri 
Feb 14

● Choose a communication chat platform for your group to collaborate 
(Teams, Discord, Signal, WhatsApp, etc)
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Course logistics: project



● Weighting bag-of-words text representations with:

● Tf-idf

● PPMI

● Text classification

● Evaluation of text classification

○ Precision, recall, f1-score

○ Train/dev/test and cross-validation sets

● Harms in classification

● Coding activity

○ tf-idf representations for documents

○ Clickbait classification evaluation
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Lecture overview: Text classification, tf-idf, PPMI



Tf-idf weighting
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● The co-occurrence matrices we have seen represent each cell by 
word frequencies
○ Whether in term-document or term-term matrices

● Frequency is clearly useful; if sugar appears a lot near apricot, that's 
useful information.

● But overly frequent words like the, it, or they are not very informative 
about the context
○ 2 documents that use a lot of the are not necessarily similar

● It's a paradox! How can we balance these two conflicting constraints?
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Raw frequency is a bad representation

Slide adapted from Jurafsky & Martin



● tf-idf (term frequency-inverse document frequency)
○ For representing documents with their most unique words (for text 

classification, information retrieval)
○ Term-document matrix

● PPMI (positive pointwise mutual information)
○ For finding associations between words (which appear more often 

together than chance?)
○ Term-term matrix
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Weighting words in term-document and term-term matrices

Slide adapted from Jurafsky & Martin



tft,d = count(t,d)

Instead of using raw count, we squash a bit:

tft,d= ቊ1+ log count t,d if count t,d >0
0 otherwise

8

Term frequency (tf)

Slide adapted from Jurafsky & Martin



dft is the number of documents term t occurs in.

(note this is not collection frequency, which is the total count across all documents)

"Romeo" is very distinctive for one Shakespeare play:
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Document frequency (df)

Slide adapted from Jurafsky & Martin



● N is the total number of 
documents in the collection

● Documents can be whatever you 
want! (Full documents, 
paragraphs, etc)
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Inverse document frequency (idf)

Slide adapted from Jurafsky & Martin
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Slide adapted from Jurafsky & Martin, David Mortensen

tft,d= ቊ1+ log count t,d if count t,d >0
0 otherwise



Raw counts

tf-idf:

12

Final tf-idf weighted values



Positive pointwise mutual information 
(PPMI)
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Slide credit: David Mortensen
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Slide adapted from Jurafsky & Martin

● Do events x and y co-occur more than if they were independent?

● PMI between 2 words [Church+Hanks 1989]
○ Do words x and y co-occur more than if they were independent?

Pointwise mutual information
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide adapted from David Mortensen

V

C

p w,c =
fwc
S

p w =
σc∈C fw

S

p c =
σw∈W fc

S

PMI(w,c) =
p(w,c)

p(w)p(c)

PPMI(w,c) = max(PMI(w,c), 0)

• Each cell contains the co-occurrence count of words w and c, fwc

• Let S be the total sum of all word-context word counts
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Slide credit: David Mortensen

0.37

0.58
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Slide credit: David Mortensen
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Slide credit: David Mortensen



Text classification
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"My dear Mr. Bennet," said his lady 
to him one day, "have you heard 
that Netherfield Park is let at last?"

ROMANCE

Pride and Prejudice

DIALOG

Text classification
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Is this spam?

Slide adapted from Jurafksy & Martin



Antagonists and Inhibitors

Blood Supply

Chemistry

Drug Therapy

Embryology

Epidemiology

…
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MeSH Subject Category Hierarchy

?

MEDLINE Article

Slide adapted from Jurafksy & Martin

What is the subject of this medical article?
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Slide credit: David MortensenSlide credit: David Mortensen
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Slide credit: David Mortensen



How to evaluate your classifier
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Slide credit: David Mortensen
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Slide credit: David Mortensen

how many instances your system got right
all instances in the test set



● Imagine an “important email” classifier that notifies you when you get an 
important email

● Suppose that 99% of the messages you receive are junk and not important (we’re 
being realistic here)

● An easy important email classifier: classify nothing as important 

○ You would get lots of work done, because you wouldn’t be distracted by email

○ The email classifier would have an accuracy of ~99%

○ Everybody would be happy except for your boss

● You must take the relative importance of the classes into account, and the cost 
of the error types
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Issues with using test set accuracy

Slide adapted from David Mortensen
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Slide credit: David Mortensen



33
Slide credit: David Mortensen

recall = tp/(tp+fn)

precision = 
tp/(tp+fp)



Why precision and recall

○ 2-way precision and recall are specific to a target class

● Accuracy=99% on important email detection

but

● Recall = 0 (out of all actually important emails, got none)

● Precision and recall, unlike accuracy, emphasize true positives: finding 

the things that we are supposed to be looking for
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Slide adapted from Jurafksy & Martin



We almost always use balanced F1 (i.e., β = 1). Harmonic mean
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A combined measure: F1-score

Slide adapted from Jurafksy & Martin
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Confusion matrix for 3-class classification

Slide adapted from Jurafksy & Martin
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Slide credit: David Mortensen, Jurafksy & Martin
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Train/dev/test splits and cross-validation



Train on training set, tune on dev set, report on test set

● Do not look at test set
● Using a dev set avoids overfitting (‘tuning to the test set’)
● More conservative estimate of performance
● But paradox: want as much data as possible for training, and as much 

for dev; how to split?

Training set Development Set Test Set
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Development Sets ("Devsets") and Cross-validation

Slide adapted from Jurafksy & Martin



● Pool results over splits, Compute pooled dev performance
● Good for when you don’t have much data (<10k instances rule of thumb)
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Cross-validation: multiple splits

Slide adapted from Jurafksy & Martin
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Harms in classification in NLP



Kiritchenko and Mohammad (2018) found that most sentiment classifiers 
assign lower sentiment and more negative emotion to sentences with 
African American names in them.

This perpetuates negative stereotypes that associate African Americans 
with negative emotions 
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Harms in sentiment classifiers

Slide adapted from Jurafksy & Martin



Toxicity detection is the task of detecting hate speech, abuse, harassment, 
or other kinds of toxic language

But some toxicity classifiers incorrectly flag as being toxic sentences that 
are non-toxic but simply mention identities like blind people, women, or 
gay people.

This could lead to censorship of discussion about these groups. 
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Harms in toxicity classification

Slide adapted from Jurafksy & Martin



Can be caused by:
○ Problems in the training data; machine learning systems are known to amplify 

the biases in their training data. 
○ Problems in the human labels
○ Problems in the resources used (like lexicons)
○ Problems in model architecture (like what the model is trained to optimized) 

Mitigation of these harms is an open research area

Can’t fully “remove” bias because exists in societies that produced texts 
we use

So need to be explicit about what those biases may be through data 
statements and model cards
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What causes these harms?

Slide adapted from Jurafksy & Martin



For each dataset you release, document:
● Curation rationale: why were certain texts selected
● Language variety
● Speaker demographic
● Annotator demographic
● Speech situation

○ Time and place, modality, scripted vs spontaneous, intended audience
● Text characteristics

○ Genre, topic
● Recording quality (for speech)
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Data statements [Bender & Friedman 2018]

Slide adapted from Jurafksy & Martin



For each algorithm you release, document:
○ training algorithms and parameters 
○ training data sources, motivation, and preprocessing 
○ evaluation data sources, motivation, and preprocessing 
○ intended use and users 
○ model performance across different demographic or other groups and 

environmental situations 
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Model cards [Mitchell et al. 2019]



Coding activity
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● Click on this nbgitpuller link

○ Or find the link on the course website

● Open session9_tfidf_clickbait_eval.ipynb
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Class Jupyter notebook

https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs1671_jupyterhub&urlpath=lab%2Ftree%2Fcs1671_jupyterhub%2F&branch=main


● Downweighting words that appear frequently in 
term-document and term-term matrices
○ tf-idf for document representations

■ Downweight terms that appear across many documents

○ PPMI for word associations
■ Downweight words that appear with many other words

■ Text classification is an NLP task learning a 
mapping from texts to a set of discrete labels

■ Classifiers are evaluated with accuracy, precision, 
recall and F1-score

■ Cross-validation is an alternative to train/dev/test 
split to estimate performance

■ Text classification systems can be biased against 
the language or references to marginalized groups

Conclusion
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Questions?
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