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CS 1671 / CS 2071 / ISSP 2071
Human Language Technologies



● Go to Quizzes > Quiz 02-09 on Canvas

● You have until 1:10pm to complete it

● Allowed resources

○ Textbook

○ Your notes (on a computer or physical)

○ Course slides and website

● Resources not allowed

○ Generative AI

○ Internet searches
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Quiz
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What do you call a bad dream about machine learning?

A logistic nightmare



● Consider which projects you’d like to work on from the list of 
project options

● Project Match Day is next class, Wed Feb 11. You will form groups 
of ~5 students around projects from the project list

○ We’ll “match” in a few rounds, where groups that are too large or too 
small will join other groups

○ Come with multiple project preferences

● If you’re really excited about an idea, talk to others who might be 
interested
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Course logistics: project

https://michaelmilleryoder.github.io/cs1671_spring2026/project.html#project-idea-list
https://michaelmilleryoder.github.io/cs1671_spring2026/project.html#project-idea-list
https://michaelmilleryoder.github.io/cs1671_spring2026/project.html#project-idea-list


● Next in-class quiz is next class, Wed Feb 11

○ Session 8 (today): J+M 4-4.3

● Lowest quiz score in the course will be dropped

● If you won’t be in class, let me know and I can 
accommodate
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Course logistics: quiz



● Homework 1 is due Thu Feb 12 at 
11:59pm

● Homework 1 covers text processing and 
regular expressions in Python
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Course logistics: homework

https://michaelmilleryoder.github.io/cs1671_spring2026/hw1.html
https://michaelmilleryoder.github.io/cs1671_spring2026/hw1.html
https://michaelmilleryoder.github.io/cs1671_spring2026/hw1.html
https://michaelmilleryoder.github.io/cs1671_spring2026/hw1.html
https://michaelmilleryoder.github.io/cs1671_spring2026/hw1.html


● Computational linguistics group on campus

● Practice NLP skills related to this class with fun tutorials and guest 
speakers (with food, too! )

● Next meeting is Wed Feb 11, 6-7:15pm at CL 2818 (linguistics department 
conference room)

○ Tour of computational linguistics certificate which is going live this 
semester!

○ Also text analysis of NLP conference proceedings (how much are dominated 
by LLMs? What other areas are prevalent?)

● Contact Na-Rae Han, naraehan@pitt.edu to get on their mailing list
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● Coding activity: build your own n-gram LM

● Text classification

● Input to classification: features from text

● Logistic regression

● Binary classification with logistic regression

● Coding activity: custom features for logistic regression
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Lecture overview: Logistic regression part 1
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Coding activity: build your own n-gram LM



1. Go to this nbgitpuller link (also available on course website)

2. Start a server with TEACH – 6 CPUs, 48 GB

3. Load custom environment at /ix1/cs1671-2026s/class_env

1. If you have multiple accounts on the CRCD, put in cs1671-2026s for 
Account

4. This should pull the cs1671_spring2026_jupyterhub folder into your 
JupyterLab

5. Open session7_ngram_lm.ipynb
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N-gram document representations on JupyterHub

https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs1671_spring2026_jupyterhub&urlpath=lab%2Ftree%2Fcs1671_spring2026_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs1671_spring2026_jupyterhub&urlpath=lab%2Ftree%2Fcs1671_spring2026_jupyterhub%2F&branch=main


Text classification
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"My dear Mr. Bennet," said his lady 
to him one day, "have you heard 
that Netherfield Park is let at last?"

ROMANCE

Pride and Prejudice

DIALOG

Text classification
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Is this spam?

Slide adapted from Jurafksy & Martin



Antagonists and Inhibitors

Blood Supply

Chemistry

Drug Therapy

Embryology

Epidemiology

…
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MeSH Subject Category Hierarchy

?

MEDLINE Article

Slide adapted from Jurafksy & Martin

What is the subject of this medical article?
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Slide credit: David MortensenSlide credit: David Mortensen
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Slide credit: David Mortensen



Input to classification tasks: features
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Term-document matrix

Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen



Logistic regression
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Binary classification with logistic regression



Given a series of input/output pairs:

(𝑥𝑖 , 𝑦𝑖)

For each observation 𝑥𝑖

● We represent 𝑥𝑖 by a feature vector [𝑥1, 𝑥2, … , 𝑥𝑛]

● We compute an output: a predicted class 𝑦𝑖 ∈ 0, 1

○ Get to the predicted class by estimating p(y|x), i.e. p(y=1|x) and p(y=0|x)

For sentiment analysis (classification):

● 𝑦𝑖 = 1 is positive sentiment, 𝑦𝑖 = 0 is negative sentiment
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Text classification with logistic regression

Slide adapted from Xiang Lorraine Li
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen

z = w · x + b
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Sentiment classification: feature engineering
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Slide credit: Jurafsky & Martin
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Slide credit: David Mortensen

-5.0,
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Performing the calculations

Slide credit: David Mortensen

(9.833)

0.99995

0.00005

-5.0,



Coding activity: 
custom features for logistic regression
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1. Go to this nbgitpuller link (also available on course website)

2. Start a server with TEACH – 6 CPUs, 48 GB

3. Load custom environment at /ix1/cs1671-2026s/class_env

4. Open session8_logistic_regression_features.ipynb
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Notebook: custom features for logistic regression

https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs1671_spring2026_jupyterhub&urlpath=lab%2Ftree%2Fcs1671_spring2026_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs1671_spring2026_jupyterhub&urlpath=lab%2Ftree%2Fcs1671_spring2026_jupyterhub%2F&branch=main
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