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● Homework 2 is due this Thu 10-05, 11:59pm
○ There is a Canvas discussion forum for asking questions (feel free to 

offer answers, too)
○ We will run hw2_{your pitt email id}_test.py test_data.csv (held-out 

test set)
■ This script should be able to take the name of a new dataset, which will be in the 

same format as the training set, as a single keyword argument, as in the command 
python hw2_{your pitt email id}_test.py data.csv. 

■ This script can either load your trained model (which also needs to be submitted) 
or train in a reasonable amount of time with the politeness_data.csv assumed to be 
in the current working directory

■ Word embedding files are often very big, so if it’s >400 MB just point give us a URL, 
name, and version to download
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Course logistics

https://michaelmilleryoder.github.io/cs2731_fall2023/hw2


● Projects
○ Get feedback and discuss projects in in-person meetings (required)
○ Sign up for a slot in this spreadsheet
○ Available time slots:

■ Mon 10-02, 11am-1pm with Pantho in Sennott Square 5106
■ Tue 10-03, 1-4pm with Michael in Sennott Square 6505
■ Wed 10-04, 11am-12:30pm with Pantho in Sennott Square 5106

○ Or come to our office hours
■ Wed 1:30-2:30pm with Michael in Sennott Square 6505
■ Thu 2:45-3:45pm with Pantho in Sennott Square 5106

○ Proposal and literature review is due Thu 10-12, 11:59pm
■ Instructions are on the project webpage

○ Look for NLP papers in ACL Anthology, Semantic Scholar, and Google 
Scholar
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Course logistics

https://docs.google.com/spreadsheets/d/1c-cvGEkz0kqsidi_twxyPJ8Z_nRriJgwB0p9TEJmkfU/edit#gid=0
https://michaelmilleryoder.github.io/cs2731_fall2023/project
https://aclanthology.org/
https://www.semanticscholar.org/
https://scholar.google.com/?inst=3203679203499159833
https://scholar.google.com/?inst=3203679203499159833


● Language modeling

● N-gram language models

● Estimating n-gram probabilities

● Perplexity and evaluating language models
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Lecture overview: N-gram language models, part 1
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Core tasks and applications of NLP

text 
classification

representation 
learning

language 
modeling

sequence 
labeling

syntactic 
parsing

machine 
translation

speech recognition 
& synthesis

chatbots computational 
social science

CORE TASKS

APPLICATIONS

MODULE 2 MODULE 3
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Introduction to language models
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Slide credit: David Mortensen
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Slide credit: David 
Mortensen
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Slide credit: David Mortensen



10Slide credit: David Mortensen
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Slide credit: David Mortensen
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N-gram language models
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Slide credit: David Mortensen
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Slide credit: David Mortensen



15Slide credit: David Mortensen

The chain rule to compute the joint probability of words in a 
sentence



16Slide credit: David Mortensen
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Slide credit: David Mortensen



18Slide credit: David Mortensen



19Slide credit: David Mortensen



20Slide credit: David Mortensen



21Slide credit: David Mortensen

● We only get an estimate this way, but we can obtain it by only counting 
simpler things: “our discontent”, “discontent”, “of our”, etc

● Ngram language modeling is a generalization of this observation 
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This assumption is the Markov assumption

Slide credit: David Mortensen



23Slide credit: David Mortensen



24Slide credit: David Mortensen



25Slide credit: David Mortensen



26Slide credit: David Mortensen

N-gram models have trouble with long-range dependencies



27Slide credit: David Mortensen
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Estimating n-gram probabilities
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Estimating bigram probabilities with the maximum likelihood 
estimate (MLE)

Slide credit: David Mortensen



<s> I am Sam </s>
<s> Sam I am </s>
<s> I do not like green eggs and ham 
</s>
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An example

Slide adapted from Jurafsky & Martin



can you tell me about any good cantonese restaurants 
close by
mid priced thai food is what i’m looking for
tell me about chez panisse
can you give me a listing of the kinds of food that are 
available
i’m looking for a good place to eat breakfast
when is caffe venezia open during the day

Slide adapted from Jurafsky & Martin
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More examples: Berkeley Restaurant Project sentences



Out of 9222 sentences

Slide adapted from Jurafsky & Martin
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Raw bigram counts



Normalize by unigrams:

Result:

Slide adapted from Jurafsky & Martin
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Raw bigram probabilities



P(<s> I want english food </s>) =
P(I|<s>)   
 ×  P(want|I)  

×  P(english|want)   
×  P(food|english)   
×  P(</s>|food)

       =  .000031

Slide adapted from Jurafsky & Martin
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Bigram estimates of sentence probabilities
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Slide credit: David Mortensen

Optimize computation
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The are high-performance toolkits for n-gram language modeling

Slide credit: David Mortensen
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Perplexity and evaluating language models



38Slide credit: David Mortensen



39Slide credit: David Mortensen



40Slide credit: David Mortensen
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Perplexity evaluates the probability assigned by a model to a 
collection of text and is, thus, useful for evaluating LMs. Note: 

• It is a rather crude instrument 

• It sometimes correlates only weakly with performance on 
downstream tasks

• It’s only useful for pilot experiments 

• But it’s cheap and easy to compute, so it’s important to understand

Perplexity is an intrinsic metric for language modeling

Slide credit: David Mortensen



The Shannon Game:

○ How well can we predict the next word?

○ Unigrams are terrible at this game.  (Why?)

A better model of a text
○  is one which assigns a higher probability to the word that actually occurs

I always order pizza with cheese and ____
The 33rd President of the US was ____
I saw a ____

mushrooms 0.1
pepperoni 0.1
anchovies 0.01
….
fried rice 0.0001
….
and 1e-100
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Intuition of Perplexity

Slide adapted from Jurafsky & Martin



43Slide credit: David Mortensen



● Let’s suppose a sentence consisting of random digits
● What is the perplexity of this sentence according to a model that 

assign P=1/10 to each digit?
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Perplexity as branching factor

Slide adapted from Jurafsky & Martin
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Slide credit: David Mortensen



Training 38 million words, test 1.5 million words, 
WSJ

N-gram 
Order

Unigram Bigram Trigram

Perplexity 962 170 109
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Lower perplexity = better model

Slide adapted from Jurafsky & Martin
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Questions?


