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Last time: parallel corpora



Figure credit: Jurafsky & Martin
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Sentence alignment
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Multilingual embedding space

● Cost function: score similarity of sentences across languages with 
cosine similarity of embeddings in multilingual embedding space

Figure credit: Megagon Labs
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Which model to train?

-Tr           of course. But why?
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Recap: Neural Networks

RNNs: Sequential. Good for time-series data

CNNs: focuses on “patches”. Good for images
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Try processing this text like a CNN/RNN:

“Life will make you do crazy things. That's why it's fun!” 
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RNN/CNN - not how humans process text.
We make sense of text as a whole, focusing on different parts. 

“Life will make you do crazy things. That's why it's fun!” 
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Recap: Attention and Transformers

● Focus of different parts of input. 
● How we humans process language
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Multilingual embedding space
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Low-resource MT

● No large-scale parallel corpora for many languages

● Method 1: Backtranslation

○ Assume large corpora in target lang

○ Small parallel corpora between source-target

○ Train reverse translation engine: target-source

○ Translate the large corpora

● Method 2: Multilingual model

○ Train model with many language pairs

○ Draw information from similar language
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MT Evaluation

● Adequacy: how well translation captures exact meaning of the source sentence

● fluency: how fluent the translation is in the target language

● Human evaluation: Rate/edit translations. Expensive

● Automatic evaluation: character/word overlap, embedding-space

○ chrF, BLEU - overlap-based

○ METEOR, BERTScore - embedding-based
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Are we done?
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MT still fails to capture nuances of language
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MT still fails to capture nuances of language

অিভমান (Obhiman) is the feeling 
of being hurt by someone close 
to you.  But you are not going to 
say anything about it. There is no 
exact word in English for this.
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What to do?
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Fixing MT

● Expand definitions of bias

○ Bias is multifaceted. Gender, racial, cultural, linguistic

● Identify existence of bias

● Identify sources of bias: bad annotations? Embedding space?

● Involve native speakers in evaluation
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We shouldn’t just think about loss functions, 
model architecture etc.

We need cross-culture, cross-disciplinary research 



20

Questions?


