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● Project, project, project (due 12-14)

● Project peer review form due this Thu 11-30

○ Rate yourself and other group members

○ For identifying issues in workload distribution among group members

○ Not used for final project grading

● Feedback on basic working systems this week
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Course logistics



● Course evaluations (OMETs) are open

● Will close Dec 10

https://go.blueja.io/BEBlAj4xFEydvsaSR780YA 
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Course logistics

https://go.blueja.io/BEBlAj4xFEydvsaSR780YA


● Automatic speech recognition (ASR)

○ ASR feature extraction

○ ASR system architecture

○ ASR evaluation

● Speech datasets

● Text-to-speech (TTS)
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Overview: Speech technologies, ASR, TTS
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Automatic speech recognition (ASR)



input: an acoustic signal containing spoken utterances

output: an orthographic representation of the utterances
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The task of automatic speech recognition (ASR)

Slide credit: David Mortensen
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Slide adapted from David Mortensen

Ping has a hearing loss in both ears. This means that his ACOUSTIC MODEL is 
weak. Out of context, he has trouble recognizing sounds or sequences of 
sounds. 
In some domains, though, Ping has a strong LANGUAGE MODEL. When people 
are talking about subjects he has discussed a lot, he can identify which of the 
sequences of sounds that are probable under his acoustic model are likely 
utterances in that domain. He can identify words fairly accurately then. 
If he is talking to people about different subjects (for which he doesn’t have a 
strong language model) his weak acoustic model shows. He hears all sorts of 
sequences that were not intended by the speakers. 
Ping is not an ASR system, but he isn’t completely different from one.

An informal example
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ASR feature extraction
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Slide credit: David Mortensen
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● Rectangular windows are slices with no additional processing 
● This is not good for Fourier analysis, so we typically use Hamming 

windows:

Hamming windows
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Slide credit: David Mortensen, Jurafksy & Martin
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Architecture of an ASR system
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Slide credit: David Mortensen, Jurafsky & Martin
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Evaluating ASR with Word Error Rate 
(WER) and Character Error Rate (CER)
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Speech datasets
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Slide credit: David Mortensen, Jurafksy & Martin
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Text-to-speech (TTS)
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Slide credit: David Mortensen
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spectrogram prediction: map strings of letters to mel spectrograms 
(sequences of mel spectral values over time) 

vocoding: map mel spectrograms to waveforms
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The Two Steps of TTS

Slide adapted from David Mortensen
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One challenging aspect of TTS is text normalization

Slide credit: David Mortensen
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● Automatic speech recognition (ASR) converts speech to text

● ASR involves lots of feature extraction: sampling, but also conversion 
to sequences of mel spectogram values

● Contemporary approaches to ASR use an encoder-decoder approach

● ASR is evaluated with word or character error rate

● Speech datasets include read speech like LibriSpeech and difficult 
conversational speech in noisy environments like CHiME

● Text-to-speech systems also use encoder-decoder approaches
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Wrapping up
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Questions?


