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Schedule



● Plan for 7 min presentations max not including Q&A
● Cover at least these key points

○ Project motivation (what is the value of this work?)
○ Super briefly, what 1-2 other related papers have done
○ What data you are planning to use
○ What approach/methods will you be taking
○ Evaluation of your approach (or dataset, if it’s a dataset contribution)

● Put your slides in this presentation after your project name slide 
by class session, 2:30pm on Wed Oct 16
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Instructions
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Overview

• The goal of this project is to compile a large set of papers which analyze spatially resolved single-
cell data

• After the creation of this dataset we want to automatically extract cellular neighborhoods (CNs), also 
referred to as ‘niches’ or ‘recurrent cellular neighborhoods’

• CNs are recurring patterns of cells that group together in tissue and are can be used to predict 
important clinical outcomes like patient response to therapy

• There are many papers which measure single-cell gene expression and colocalization of cell types 
but to date no one has compared findings across these papers. Our automated meta-analysis 
would allow us to immediately understand trends in the results across this incredibly hot field. 



Project Deliverables

• The project deliverables are the following:

1. Extract a dataset of relevant spatial single-cell papers which contain cellular niches (search 
for papers in biorxiv/PubMed, extract using abstract and title, extract the papers as pdfs)

2. Develop a method for extracting cellular neighborhoods and their associated biology from the 
papers in an automated manner (evaluate performance on a small hand-labeled subset)

3. Run the aforementioned method on all papers in our extracted collection and create a table or 
database that matches each paper to its cellular niches, associated biology and important 
data like disease types and tissue of origin











Technology Background

• Spatial Transcriptomics is a relatively 
new and exceedingly popular method 
for analyzing tissue biology

• Named Nature’s method of the year in 
2020 [1]

• This technology allows us to pinpoint 
individual cells within tissue while 
understanding their types and function

• Basic idea is that now we have gene 
expression within individual cells as 
well as the coordinates of those cells

• Cellular neighborhoods are almost 
always the final deliverable produced 
with this data collection method. 

[1] states that RNA-seq is like a smoothie (gives us broken down 

components of tissue), single-cell RNA-seq is like a fruit salad (we 

know what the individual components are now), and spatial 

transcriptomics is like a fruit tart (we know the individual components 

and their arrangement) 



Figure from [2]: a.) Shows a raw multiplexed image of a tissue with cell-type markers, below is a 

map of the typed cells as points. These images are associated with response to immunotherapy, 

note the interaction between immune cells and tumor cells (epithelium). B.) Shows raw image and 

cell-type map from non-responder, note the lack of interaction between immune cells and tumor 

cells. 



Relevance
• The goal of spatially resolved 

single-cell analysis is to 
understand the tumor 
microenvironment 

• Understanding of the tumor 
microenvironment is critical as 
researchers push to develop 
immunotherapies for cancer

• The goal of immunotherapy is to 
train the immune system to attack 
cancer cells, thus reducing side 
effects from treatment and 
improving odds of lasting response

• It’s worth noting that there are 
many trends in this analysis of 
CN’s, examples include

• Immune cell and tumor cell interaction 
tends to correlate with treatment response 
and survival

• Interaction between immune cells and 
immune regulators like Tregs and 
macrophages tends to be associated with 
poor response and survival

• Thus, tracking these trends across 
different data collection platforms, 
disease types, treatment types 
and tissue types is very interesting

Heatmap showing identified cellular neighborhoods (rows) and the 

enrichment of all unique cell types (columns). Neighborhoods 5,7,8, 

and 10 are of particular interest (Immune cells interacting with tumor 

cells, can be indicative of immune response to cancer).

Correlations of neighborhoods with response and non-response (pre 

and post treatment). CN’s 5 and 8 are associated with response 

(immune-tumor interaction), while 10 is associated with non-response 

(immunosuppressive cell type)



Related Work

• Enhancing Precision in Detecting Severe-Immune Related 
Adverse Events [3]

▪ Here authors generate leverage a RAG-based LLM approach for taking medical records of 
patients taking immunotherapies which have been labeled with ICD codes. 

▪ They prompt models with the query record and the most similar document spans in the 
embedding space and evaluate accuracy based on alignment of the model prediction with 
existing ICD codes.

▪ We can leverage a similar approach with a small labeled subset of our data to validate our 
modeling framework

• BioRag [4]:
• Leverages RAG-enhanced LLMs to perform biological question answering using a large 

paper corpus and modality specific databases 

• Primary focus is question answering examples could be “given a gene, state its function”

• Large Language Models for Scientific Information Extraction: An 
Empirical Study for Virology [5]:

• Here authors analyze article abstracts relating to COVID-19 to extract information like 
research problem, location, study date and reproductions number for transmittable 
disease

• To validate their work, they manually annotate a gold standard subset of abstracts and 
fine-tune their LLM model on this subset to perform the extraction task. 



High-Level Schema



Expected Outcome



Evaluation Metrics
• Our works

• Binary classification
▪ Including information about niches or not

▪ Relation between two cell types (cell to cell interaction)

• CD8+ T cell and MHC class I

• CD4+ T cell and MHC class II

• Multi-label Classification
▪ Cell types

• T cells

• B cells

• PBMCs

• Platelets 

▪ Type of immune response
• Adaptive immune response

• Innate immune response

• Inflammatory response

• Perplexity
▪ Text summerization
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3. Exploring Cultural Bias in LLMs through 
Connections Games

Yushui, Yifang, Zhuochun



● Players are given a pool of words and must group them into sets of 
four based on a common theme or topic.

● Example:

○ Pool of Words: "Taco, Salsa, Kimchi, Chopsticks, Tamale, Ramen, Burrito, 
Sushi"

○ Correct Groupings:

▪ Mexican Food: "Taco, Salsa, Tamale, Burrito"

▪ Asian Food: "Kimchi, Chopsticks, Ramen, Sushi"

30

What is Connections Game?
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Project motivation

● Large language models (LLMs) can perpetuate cultural biases, 
reinforcing harmful stereotypes in their outputs.

● Identifying and measuring the degree of cultural bias in an LLM 
becomes an important factor in developing equitable models.

● This project addresses the need for evaluating cultural bias in 
LLMs not just through knowledge retrieval but through reasoning 
with culturally-based tasks.

● Value: Highlighting biases will lead to better, more equitable LLMs 
by encouraging diversity in training data and better evaluation 
methods.
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Related work

● Samadarshi et al. (2024) and Merino et al. (2024) explored abstract 
reasoning in LLMs using the Connections game but focused on 
English and ignored cross-cultural evaluation.

● Our contribution: Extending the work by adapting the game into 
Chinese, analyzing how LLMs handle different cultures and 
languages.
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Dataset

● Create a new Chinese version of the Connections game with 50-100 
games.

● Each game contains 16 words, grouped into 4 topic categories.
● We will also provide an English translation for comparison.

An example of unsolved and solved connections game 
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Approach

● Evaluate popular LLMs (e.g., GPT-3.5 Turbo, GPT-4, LLaMA) on how 
well they group culturally specific words.

● Compare performance between Chinese and English versions.
● Use Connections Game to assess reasoning and cultural 

knowledge in LLMs 
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Model Evaluation

● Evaluation Metrics:

○ Precision and Recall: To measure the accuracy of word groupings.

○ BERTScore: Evaluates the similarity between the model's guessed 
topic and the true topic.

● Expected Outcomes: 

○ We expect the results to show potential biases in LLMs, with models 
performing better on culturally familiar datasets and worse on 
unfamiliar ones.



● Finalize dataset creation.
● Run experiments with LLMs.
● Analyze cultural biases based on model performance

● References:

○ Tim Merino, Sam Earle, Ryan Sudhakaran, Shyam Sud- hakaran, and Julian Togelius. 2024. 
Making new connections: Llms as puzzle generators for the new york times’ connections word 
game. arXiv preprint arXiv:2407.11240. 

○ Prisha Samadarshi, Mariam Mustafa, Anushka Kulkarni, Raven Rothkopf, Tuhin Chakrabarty, 
and Smaranda Muresan. 2024. Connecting the dots: Evaluating abstract reasoning capabilities 
of llms using the new york times connections word game. arXiv preprint arXiv:2406.11012. 

○ Jialin Li, Junli Wang, Junjie Hu, and Ming Jiang. 2024. How well do llms identify cultural unity in 
diversity? arXiv preprint arXiv:2408.05102.
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Next Steps
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4. John, Rojin, Xianglong



Predicting Code-Switching Points in Chinese-English 
Conversations: A Comparative Study of BiLSTM + 

CRF and mBERT

John Bowen
Rojin Taheri
Xianglong Xu



Why Predict Code-Switching?

● Code-switching: Alternating between two languages, common in bilingual

conversations

● Understanding where and why people switch languages has significant applications

in multilingual NLP, including automatic speech recognition (ASR), language

modeling, and dialogue systems.

● Project focus: Predict code-switching points in spontaneous Chinese-English

bilingual conversations



What Have Others Discovered?

● Blom and Gumperz (1972): Found that low-frequency words or specialized

terminology in one language often trigger switches to the other language

● Poplack (1980): Identified the equivalence constraint, where code-switching is

more likely at points where the syntactic structures of the two languages align

● Myers-Scotton (1993): Code-switching often occurs at syntactic boundaries, such

as between noun phrases or after prepositions

● Fricke, Kootstra, & Meyer (2016): Suggested that code-switching serves as a

cognitive strategy, often triggered by lexical access difficulties when a word is

harder to retrieve in the dominant language



How Are We Tackling This?

Data

● ASCEND: A dataset of spontaneous Chinese-English code-switching conversations

● 12,314 utterances collected from 23 bilingual speakers in Hong Kong, Taiwan, and

Mainland China

● Conversations cover topics like technology, education, and casual discussions

● Speaker metadata includes information on language proficiency and bilingual

dominance, which will be explored as factors affecting code-switching



How Are We Tackling This?

Methods

1. BiLSTM + CRF:

● BiLSTM (Bidirectional Long Short-Term Memory): A type of RNN that processes text in

both forward and backward directions to capture context from both past and future

words

● CRF (Conditional Random Fields): A layer that ensures global consistency in labeling

sequences, making it especially effective in labeling tasks like code-switching points

1. mBERT (Multilingual BERT): A transformer-based model pre-trained on over 100 languages,

including Chinese and English, captures long-range text dependencies and cross-lingual

patterns, making it ideal for code-switching tasks requiring context from both languages.

2. Exploration of preliminary input sentence filtering utilizing a logistical regression model to

quickly identify sentences likely to contain code switching

a. Aimed at reducing amount of data processed by more complex models for the sake of

improving computational efficiency



● The next word after switch point normally back to the original language so we can use the attention 
mechanism to build the relationship between each token.

● Since we don’t need to predict next token, we can calculate the query for the current word with the 
words before and after it .

mBERT

0

我

mBERT

0

喜欢

mBERT

0

学习

mBERT

1

NLP

I Love Learning

mBERT

0

因为

NLP because

…

…

…



How Are We Tackling This?

Evaluation

1. Metrics:

● Precision, recall, F1 score: Evaluates accuracy in predicting code-switching

points

● Token-level accuracy: Measures classification accuracy of each token

1. Model comparison:

● Analyze which model handles intra-sentential and inter-sentential switching

better

● Identify model weaknesses: Missing switches related to syntax or speaker-

specific traits
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5. Yansheng, Xiaoyan, Shijai

https://docs.google.com/present

ation/d/1VcH6a_C-wRj3-

GwiH7y3fNbqolIOZ7cIwL7mNIP

CeDU/edit?usp=sharing
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●Movie Summarization
●Based on Subtitles
●
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Project 
Motivation

• Problem Statement: Movie plot 
summaries are crucial for understanding 
and recommending films, but manually 
creating them is time-consuming.

• Value of Work: Automating movie 
summaries can save time and provide 
structured data for recommendation 
systems and review tools.

• Summary: The project aims to 
automatically generate movie summaries 
from subtitles to enhance content 
consumption experiences.
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Related Work

• Paper 1: Liu et al. proposed a hybrid 
model combining extractive and 
abstractive methods to first extract key 
sentences, then generate summaries.

• Paper 2: Situmeang et al. worked on 
movie summarization using Indonesian 
subtitles with stages like preprocessing 
and sentence ranking.

• Our Difference: We focus on English 
movie subtitles for extractive 
summarization.
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Dataset

• Data Used: CMU Movie 
Summary Corpus and 
Opensubtitles subtitle 
data.

• Dataset Size: Contains 
1,322 movie subtitles with 
an average of 1,255 
dialogues per movie.

• Data Processing: 
Metadata removal 
(timestamps, subtitle 
numbers) and cleaning of 
stop words and 
punctuation.
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Methods

• Model: BERTSUM (an 
extractive summarization 
model based on BERT)

• Extractive Summary: The 
model selects the top-k 
important sentences to create 
a short version of the movie.

• Logic Connectors: A list 
was created to help 
prioritize summarizing, 
causal, and comparative 
sentences.
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Evaluation

• Quantitative Evaluation: 
ROUGE-N and ROUGE-L 
metrics were used to 
evaluate the summaries.

- ROUGE-1: 45.2%, ROUGE-
2: 30.5%, ROUGE-L: 40.8%

• Qualitative Evaluation: 
Five reviewers rated the 
summaries for coherence, 
relevance, and quality with 
an average score of 3.8/5.

• Summary: The model 
performed reasonably well 
but needs improvement in 
capturing detailed 
narratives.
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• Dataset Contribution: We collected a dataset of 1,322 
movie subtitles, which can be expanded in the future.

Conclusion & Contributions

• Next Steps: Implementing the abstractive 
summarization part to enhance summary fluency and 
completeness.
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6. Dilip, Anveshika, Akshat
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● Comparative Analysis for de-identification of 
Protected Health Information in Electronics Health 

Records

Anveshika Kamble

Dilip Teja

Akshat



Purpose and Motivation

Protected health information (PHI) is any information in medical record that 
can be used to identify an individual that was created,  used in course of 
health care service.

● Preserving confidentiality and privacy
● EHR data provides opportunities for efficient machine learning 

applications
● The task of de-identifying PHI is time consuming and existing softwares 

are limited 
● Current systems in use are unable to provide clinically Inclined context 

based output.
● Data Utility and Availability

Comparative Analysis for de-identification of Protected Health Information in 

Electronics Health Records
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Plausible Approach
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7. Joel, Jiyang



● Prominent LLM availability enables potential symbolic music 
generation via text-based music notation

● A new (2024) LLM benchmark for evaluation of musical 
understanding shows that GPT-4 outperforms music PhDs

○ Including at music generation with ABC notation
● ABC notation is old, newly relevant, and has room for exploration 

with modern NLP techniques

64

Project Motivation



● 2020 - Interacting with GPT-2 to Generate Controlled and Believable 
Musical Sequences in ABC Notation

○ Trained GPT-2 on 300,000+ existing ABC notation single-voice tunes

65

Related Work – GPT-2 Article



● 2024 - The Music Maestro or The Musically Challenged, A Massive 
Music Evaluation Benchmark for Large Language Models

○ 14,000 multiple choice questions

○ Tested 165 people; PhDs > masters > undergrad; Music majors > music 
background > no music background

○ Base model GPT-4 beat every group including on ABC generation

○ "Results indicate that all LLMs perform poorly on the ZIQI-Eval 
benchmark, suggesting significant room for improvement in their 
musical capabilities"

66

Related Work - ZIQI-Eval Article
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ZIQI-Eval Results



● ChatMusician: Understanding and Generating Music Intrinsically with 
LLM

○ Trained Llama 2 to create a custom ChatMusician model

▪ ChatMusician Base was pre-trained with MusicPile

▪ ChatMusician was additionally fine-tuned with supervised learning

○ MusicTheoryBench – 372 multiple-choice questions

■ GPT-3.5 and GPT-4 did about as well as ChatMusician on music reasoning

68

Related Work - ChatMusician Article
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MusicTheoryBench Model Performance 



● 29,000 ABC notation tunes from abcnotation.com

○ Maybe 10k after dedup and cleaning
● 427 LLM generated tunes from OrchestrAI

○ Maybe more with cleaning
● 300,000 from the 2020 GPT-2 article?

○ Major cleaning likely needed

70

Data - Sources
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Data – ABC notation



● ABC notation data sources will need cleaned for training

● Data will be divided into training and testing data
● We will try fine-tuning multiple LLMs (ChatMusician, LlaMa3, GPT，

etc.) and assessing perplexity on the hold-out set

● Expected conversation:
{

"instruction": "Construct melodies by blending the designated musical pattern with the supplied motif.",

"input": "['Binary', 'Sectional: Verse/Chorus'];X:1 L:1/16 M:2/4 K:G ['G2BG A2cA B2dB', '(gf)(ge) (ed)(cB)' </s> ",

"output": "Assistant: X:1 L:1/16 M:2/4 K:G G2BG A2cA | B2dB G2B2 | c2ec B2dB | ABAG (GF)(ED) | G2BG A2cA | B2dB c2ec | cBAG D2f2 

| g2d2B2G2 || (gf)(ge) (ed)(cB) | (gf)(ge) (ed)(cB) | ca2c Bg2B | ABAG GFED | G2BG A2cA | cBAG d2f2 | g2d2B2G2 || </s> "

}

72

Approach
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●Questions?
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