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Course logistics: project

® Project progress report due this Thu Nov 14
O Max 3 pages, ACL format

o Try to get something functional (has input and output, even if the output
IS not great)

o See project website for instructions

e Project peer review due this Thu Nov 14

o Form where you will review your own and your teammates’ contributions
so far

o Will not be used for grading, just for addressing any issues


https://michaelmilleryoder.github.io/cs2731_fall2024/project.html
https://forms.office.com/r/AjAW253DHT

Overview: Machine translation part 2

e Parallel corpora
o Sentence alighnment
e Encoder-decoder MT systems with transformers
e Beam search
e MT for low-resource languages
e MT evaluation

e Bias and MT



Parallel corpora and sentence alignment




Review: parallel corpora (bitext)

French

Qui contréle striccement court le risque que ses ports restent encombrés d' épav .

Cela suppose gue nous soyons capables de rehausser politiquement chacune des ins .

La Lituanie dispose d'un potentiel appréciable de croissance économique durable.
Enfin, les adultes incapables ne doivent participer qu'a des essais qui portent ~
Par intérét économique, I'Europe, les Etats-Unis et I'Australie ne demandaient q ™.

J'ai regu sept propositions de résolution , déposées sur la base de |'article 37 .

La Commission, une fois encore, n'a pas voulu s'engager dans des négociations in .

L'entendre ainsi nier le fait que les aides d'Etat ont diminué durant la période .

L'avocat se voit interdire tout ce qui n'est pas permis par le strict respect de la légalite.

Les applaudissements qui I'ont salué montrent bien que lorsqu'il y a un objectif .

Figure credit: Wolfram Data Repository

English

Countries that impose stricter controls run the risk of being saddled with shipw .
This presupposes our being able to raise the profile of each of the institutions "-.
Lithuania has considerable potential for long-term economic growth.

Finally, adults incapable of giving consent should only participate in trials th .
Out of economic self-interest, Europe, the United States and Australia wanted to .
I have received seven motions for resolutions, tabled pursuant to Rule 37(2) of *
The Commission, again, has failed to commit itself to entering international neg .
Hearing him deny the fact that state aid was reduced in the period 1994-1998, ev "
Lawyers are forbidden to do anything that is not strictly legal.

The applause that rounded it off clearly demonstrates that when there is a speci .



Sentence alignment

E1: “Good morning," said the little prince. F1: -Bonjour, dit le petit prince.

F2: -Bonjour, dit le marchand de pilules perfectionnées qui

E2: “Good morning," said the merchant. . e
apaisent la soif.

E3: This was a merchant who sold pills that had

been perfected to quench thirst. F3: On en avale une par semaine et I'on n'éprouve plus le

besoin de boire.

E4: You just swallow one pill a week and you F4: -C’est une grosse économie de temps, dit le marchand.
won’t feel the need for anything to drink.

’Es: “They save a huge amount of time," said the merchant. F5: Les experts ont fait des calculs.
E6: “Fifty—three minutes a week." F6: On épargne cinquante-trois minutes par semaine.
E7: “If I had fifty—three minutes to spend?"” said the F7: “Moi, se dit le petit prince, si j'avais cinquante-trois minutes
little prince to himself. a dépenser, je marcherais tout doucement vers une fontaine..."

E8: “I would take a stroll to a spring of fresh water”

A sample alignment between sentences in English and French, with sentences extracted from
Antoine de Saint-Exupery’s Le Petit Prince and a hypothetical translation. Sentence alignment takes sentences
ey,....en, and fi,..., f, and finds minimal sets of sentences that are translations of each other, including single
sentence mappings like (eq,f}), (e4.f3), (es5,f1), (e¢.fs) as well as 2-1 alignments (e,/e3,f>), (e7/eg,f7), and null

alignments (fs). .
Figure credit: Jurafsky & Martin



How to align sentences

Need:

1. Cost function: how likely are a source language span and a target
language span to be translations (matching sentences)?

2. Alignment algorithm: uses scores between spans to find a good
alignment between documents



Multilingual embedding space

1. Cost function: score similarity of sentences across languages with
cosine similarity of embeddings in multilingual embedding space

*What time is the check-out?

.+ Wann ist die Abreisezeit?

. -

e F I OTY EERTTA?

[
>

= How late is the pool open?

Figure credit: Megagon Labs



Sentence alignment: cost function and alignment alg

1. Cost function using cosine similarity of embeddings in multilingual
embedding space [Thompson + Koehn 2019]

(1 —cos(x,y))nSents(x) nSents(y)
zle 1 — Cos(x,ys) + Zf:l 1 — COS(JCS,y)

c(x,y) =

2. Dynamic programming algorithm [Gale + Church 1993] as the

alignment algorithm
o Minimize cost over the entire sequence of spans



Subword tokenization review

e (reate a shared vocabulary between source and target language with
subword tokenization

e [Example: Byte-pair encoding (BPE, Sennrich et al. 2016)
o Merges frequently seen sequences of characters together into
tokens

e More powerful alternatives
o Wordpiece
m Merge tokens based on what increases language model probability of a training corpus

o SentencePiece/unigram
m Start with huge vocabulary of all frequent sequences of characters, remove sequences
that don't have a high probability in the training corpus iteratively

10
Slide adapted from jurafsky & Martin



Encoder-decoder MT systems

1



Slide credit: Sabit Hassan

Which model to train?

of course. But why?
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Recap: Neural Networks

© © ® ©
OGP - GROHa——O
© 6 . @

>

RNNs: Sequential. Good for time-series data

Feature Extraction Classification Probabilistic
||||||||||||

Slide credit: Sabit Hassan CNNs: focuses on “patches”. Good for images h



Try processing this text like a CNN/RNN:

“Life will make you do crazy
things. That's why it's fun!”

« RNN/CNN - not how humans process text.

« We make sense of text as a whole, focusing on different
parts.

Slide credit: Sabit Hassan

1%



Recap: Attention and Transformers

@
Jé g Output
@ S b $ a 2 Probabilities
g 3 & & 8 s B 5 £ B Feed-forward network:
horse Residual connections after taking information from
and layer normalization _ other tokens, take a moment to
Voo RN think and process this information
automobile . ) N .
] 1 “
Vo " !

deer

Feed-forward network:

N
A v
I Add & Nomm e,

/ Decoder-encoder attention:
target token looks at the source

after taking information from
40 other tokens, take a moment to k— :
‘hink and process this information -ﬂn Lol N queries - from decoder states; keys
frog T and values fromencoder states
N y Add & Norm
. * Add & Norm
cat . Encoder self-attention: —__| . Masked
Multi-Head Multi-Head - i .
tokens look at each other Attention Attention Decoder self attentlop (masked):
ick T 7 T ) tokens look at the previous tokens
queries, keys, values % \ —) Allariec bave ualilee Are cemnm e
& computed from queries, keys, values are computed
dare compute O Positional A Positional from decoder states
stip encoder states Encoding € Encoding OrEecoder states
Input Output
airplane Embedding Embedding

bird Inputs Qutputs
(shifted right)

e Focus on different parts of input for each input and output
e C(loser to how we humans may process language

Slide credit: Sabit Hassan
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Encoder-decoder transformer architecture

4 Decoder &
d e L -7
__ cross-attention llego | la~ | bruja i verde ! </s>
! % s cankoas ::-.L.'.'.:-. s pe—
e B B
. T B 3 . o : i1 } 1 :
transformer | & 5 t 3 £ 3 L 5 ! |— : ———— | | Sw—— —_—
blocks : : E : : : : 3 i tE%éféf‘E
‘ ] { l § 3 { = s ] : [ 3 " C '] l C 3 : C ' |
: : ' N : ' : - TR
The green  witch  arrived AR b & :
<s> ! llegé | a ' bruja ! verde
Encoder [ RO o Pl e
\ _4 < - Y

IS The encoder-decoder transformer architecture for machine translation. The encoder uses the
transformer blocks we saw in Chapter 9, while the decoder uses a more powerful block with an extra cross-
attention layer that can attend to all the encoder words. We’ll see this in more detail in the next section.

16
Slide adapted from jurafsky & Martin



Beam search

17



Beam search improves on greedy decoding

e Traditional encoder-decoder framework involves generating highest
probability word (argmax) at each timestep in the decoding

e But this greedy approach suffers from issues if choosing early high-
probability tokens leads to low-probability sequences!

e Solution: Don't commit to just the 1 highest probability word, but
keep multiple options in a “beam”

e Prune to k highest-probability sequences | cng
after each timestep

Image: iStock 18



Beam search example

log P (arrived the|x)

=.23 =log P (the[x) + log P(green|the,x)
+ log P(witch | the, green,x)
the ® +logP(arrived|the,green,witch,x)
/ | +log P(END|the,green,witch,arrived,x) |- .. 27
log P(arrived|x) -,69 log P(arrived witch|x) '32 : =
=16 ~ =39 mageQ@ 25 END
. .y /
arrived—-2.3—wiich @ -2.1 L
o~ arrived e i
-1.6 1.6 — i S
e log P(the green|x) -.36 3.7 H at
— _1 . . ’
start\ log P(the|x) 6 -.51-——————’WitCh——‘1-6——_’ came ®
-92 =-92 Apl" green
t “them -2.7
\ log P(the witch|x)
-1.2_ =-2.1 ol .,51/’END
* Twitch 11 arrived
=181 -3.8
-2.3
_ wo®
log P(yllx) log P(Y2|Y1,X) log P(y3IYZ’y]’x) log P(Y4|Y3,YZ,Y1aX) lOg P(Y5|Y4,Y3,Y2,yl,x)
Y ) Y3 Ya Ys

Slide adapted from jurafsky & Martin

log P (“the green witch arrived”|x)
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MT for low-resource languages

20



Low-resource MT

e No large-scale parallel corpora for
many languages

e Method 1: Backtranslation

o If have large corpora in target —‘
lang i

Amharic English
(source, low- (target, high-
resource) resource)

21
Slide adapted from Sabit Hassan



Low-resource MT

e No large-scale parallel corpora for
many languages

e Method 1: Backtranslation

\ 4

o If have large corpora in target
lang @‘ﬁ

o Train reverse translation engine: ,
Amharic

target-source on small parallel (source, low-
resource
corpus U]

Slide adapted from Sabit Hassan

Train
En > Am
classifier

English
(target, high-
resource)

22



Low-resource MT

e No large-scale parallel corpora for
many languages

e Method 1: Backtranslation _

A
\

o If have large corpora in target Apply
En > Am
Eng classifier
o Train reverse translation engine: . .
Amharic English
target-source on small parallel (source, low- (target, high-
resource) resource)

Corpus
o Translate the large corpora and
add that (lower-quality) data

23
Slide adapted from Sabit Hassan



Low-resource MT

e No large-scale parallel corpora for

many languages Train
Am - En
e Method 1: Backtranslation classifier

o If have large corpora in target

v

lang
o Train reverse translation engine: . .
Amharic English
target-source on small parallel (source, low- (target, high-
resource) resource)

Corpus
o Translate the large corpora and
add that (lower-quality) data

24
Slide adapted from Sabit Hassan



Low-resource MT

e No large-scale parallel corpora for many languages
e Method 2: Multilingual model
o Train model with many language pairs

o Can draw information from similar language

25
Slide adapted from Sabit Hassan



MT evaluation
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Human evaluation of MT

Human evaluation: Rate/edit translations. Expensive but the best.
o Can ask bilingual raters to compare original source text
with prediction
o Can ask monolingual raters to compare predicted

translation with reference translation

27
Slide adapted from Sabit Hassan



Two aspects of human evaluation of MT

e Adequacy: how well translation captures exact meaning of the
source sentence

e Fluency: how fluent/readable/natural the translation is in the

target language

28
Slide adapted from Sabit Hassan



Automatic evaluation of MT

e Character or word overlap-based
o chrF, BLEU

e Embedding-based: measure distance between embeddings of
tokens
o Trying to capture synonyms
o METEOR, BERTScore

e Classifier-based: train a classifier to predict human ratings
between predicted translations and reference translations
o COMET, BLEURT

29
Slide adapted from Sabit Hassan



chrF score

e chrP: percentage of character 1-grams, 2-grams, ..., k-grams in the
hypothesis that occur in the reference, averaged.

e chrR: percentage of character 1-grams, 2-grams,..., k-grams in the
reference that occur in the hypothesis, averaged.

chrP - chrR
B2 -chrP + chrR

chrFB = (1+ B?)

30
Slide adapted from Sabit Hassan



Are we done?
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MT still fails to capture nuances of language

S) You

can you translate the word "obhiman” from bengali

@ ChatGPT
The Bengali word " fe N (obhiman) translates to "pride" in a positive sense, but more
commonly it is used to mean "resentment” or "sulkiness" arising from hurt pride or slighted honor.
It is often associated with a response to feeling neglected, ignored, or wronged in some personal

way.

Bangla (detected) v English v
wfoNw x _  Pride
abhiman

Q) Q Z ) I

32
Slide credit: Sabit Hassan



MT still fails to capture nuances of language

) You

can you translate the word "obhiman” from bengali

@) ChatGPT

The Bengali word "SI N" (obhiman) translates to "pride" in a positive sense, but more

commonly it is used to mean "resentment” or "sulkiness" arising from hurt pride or slighted honor.

It is often associated with a response to feeling neglected, ignored, or wronged in some personal

way.

Bangla (detected) v English v
wfoNw x _  Pride
abhiman
) Q 7 0

Slide credit: Sabit Hassan

WU (Obhiman) is the feeling
of being hurt by someone close
to you. But you are not going to
say anything about it. There is no
exact word in English for this.

33



What to do?
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Example: gender bias in pronoun translation

Hungarian (gender neutral) source English MT output

0 egy apolo she 1s a nurse

0 egy tudos he 1s a scientist

0 egy mérnok he is an engineer

O egy pék he 1s a baker

O egy tandr she 1s a teacher

0 egy eskiivioszervezd she 1s a wedding organizer
0 egy vezérigazgato he 1s a CEO

10T RAPA  When translating from gender-neutral languages like Hungarian into English,
current MT systems interpret people from traditionally male-dominated occupations as male,
and traditionally female-dominated occupations as female (Prates et al., 2019).

35
Figure from Jurafsky & Martin



Fixing MT: bias

e Expand definitions of bias

o Bilas is multifaceted. Gender, racial, cultural, linguistic
e |dentify existence of bias
e |dentify sources of bias: annotations? Embedding space?

e Involve native speakers in evaluation

36
Slide credit: Sabit Hassan



Slide credit: Sabit Hassan

We shouldn't just think about loss functions,
model architecture etc.

We need cross-cultural, cross-disciplinary
research

37



Conclusion

e Sentences must be aligned in parallel corpora
e Subword tokenization is used for a shared vocabulary between languages

e Encoder-decoder transformer MT systems use cross-attention to attend to the
source language input when generating the target language output

e Backtranslation and multilingual models are methods for handling a lack of
parallel data (low-resource languages)

e Automatic overlap methods (chrF, BLEU) are popular MT evaluations, though can
be poor proxies for adequacy and fluency ratings by humans

e Like any NLP task, social biases (e.g. gender in pronouns) must be considered in
MT

38



Questions?

39
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