
Session 27: Final project presentations

December 11, 2024
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CS 2731
Introduction to Natural Language Processing



● Final project reports due tomorrow, Thu Dec 12, 11:59pm

● Thanks for a great semester!
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Course logistics



● Plan for 5 min max presentations + a brief Q&A
● Cover at least these key points

○ Project motivation (briefly)
○ Data
○ Methods, or annotation/collection approach for dataset projects
○ Results

● Put your slides in this presentation after your project name slide 
by class session, 2:30pm on Wed Dec 11
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Instructions



1. Joel, Jiyang
2. Dilip, Anveshika, Akshat
3. Yansheng, Xiaoyan, Shijai
4. John, Rojin, Xianglong
5. Yushui, Yifang, Zhuochun
6. Maanya, Jerry, Alex
7. Geonyeong, Kiran, Hugh, Carolina 
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Schedule
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1. Joel, Jiyang



● Prominent LLM availability enables potential symbolic music 
generation via text-based music notation 

● A new (2024) LLM benchmark for evaluation of musical 
understanding shows that GPT-4 outperforms music PhDs 

● Including at music generation with ABC notation 
● ABC notation is old, newly relevant, and has room for exploration 

with modern NLP techniques 
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Project motivation



● Dataset of 270,000 tunes from "Interacting with GPT-2 to Generate 
Controlled and Believable Musical Sequences in ABC Notation"

○ Removed whitespace

○ Removed invalid characters

○ Created custom 

○ Separated data into 80/20 split
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Data



The model is uploaded to huggingface JiyangL/abcMusic.

Model basics:
● Based on llama2 fine-tuning.
● Use abc character music tokenization.
● Use attention mechanism to capture dependencies between note 

sequences.
● The input is X (Reference Number), L (Default Note Length), M 

(Meter), K (Key), and a piece of song. The output is the entire song.
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Methods



● GPU: L4 (22.5GB RAM)
● CPU: 53GB RAM
● Time: 40 hours (20 hours/epoch)
● Using DeepSpeed, FP16 precision.
● CUDA 11.8
● Python 3.10
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Training Resources
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Hyperparameters

Parameter Name Value

BATCH_SIZE 8

NUM_EPOCHS 2

Learning Rate 1e-4

Weight Decay 0.1

Mode llama

Train Type lora

LoRA Dimension (lora_dim) 64

LoRA Scaling Factor 

(lora_alpha)

16

LoRA Dropout 0.1



11

Demo 1
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Demo 1
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Demo 2
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Demo 2



● Not all prompts 
returned valid 
submissions

● Based on a 
filtered sample 
of successes, we 
generated a 
ROUGE score 
(Recall-Oriented 
Understudy for 
Gisting
Evaluation)

○ Average: 
0.4883
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Results
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat



21

2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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2. Dilip, Anveshika, Akshat
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3. Yansheng, Xiaoyan, Shijai



Project 
Motivatio

n

• Problem Statement: Movie plot 
summaries are crucial for 
understanding and recommending 
films, but manually creating them is 
time-consuming.

• Value of Work: Automating movie 
summaries can save time and provide 
structured data for recommendation 
systems and review tools.

• Summary: The project aims to 
automatically generate movie 
summaries from subtitles to enhance 
content consumption experiences.



Dataset
• Data Used: CMU Movie Summary 
Corpus and Opensubtitles subtitle 
data.

• Dataset Size: Contains 1,322 
movie subtitles with an average of 
1,255 dialogues per movie.

• Data Processing: Metadata 
removal (timestamps, subtitle 
numbers) and cleaning of stop 
words and punctuation.



L

Data 
Preparatio

n



L

Train 
tokenizer



L

Train 
Model



L

Test



L

Result



Evaluatio
n

ROUGE

BLEU



Q&A
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4. John, Rojin, Xianglong



Mask Out: A Novel Regularization 
Method for Code-Switching Language

Identification

Xianglong Xu, John Evan Bowen, Rojin Taheri
{xix110, jeb386, rot64}@pitt.edu
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Project Motivation

● What is code-switching?
○ Why is it important to 

study?
■ Applications like media 

content analysis, VOD’s 
(voice operated devices)

○ Despite the applications, 
research on code-
switching tasks have only 
recently gained 
substantial attention
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Our Solution

● Titled Mask Out
○ Regularization technique for 

code-switching language 
identification

■ How does it work?
○ What is the focus?

■ Obscuring language-specific 
cues for better generalization

○ Why?
■ Learn to rely on broader 

contextual patterns for 
language identification
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Datasets

● Focused on two primary datasets 
for this project from the Linguistic 
Code-switching Evaluation 
benchmark:

○ Spanish-English Dataset
■ Used for training the model

● Apply masking technique

○ Nepali-English Dataset
■ Used to evaluate the models 

performance and 
generalization capacity across 
different contexts
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Methods

● This project is built on mBERT 
○ Multilingual Bidirectional Encoder 

Representations from Transformers
■ A pre-trained LLM optimized for 

multiple languages, which is 
particularly well-suited for 
handling code-switched text

○ We apply a probabilistic token 
masking scheme during the training 
phase

■ Using a predefined probability p
■ This is meant to enhance word-

level language identification in 
code-switched data
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Methods Cont.

● By obscuring certain words with a MASK 
token, we compel the model to develop a 
more robust and context-aware 
understanding of language switching 
patterns

○ This then challenges the model to 
rely on broader contextual cues 
rather than overfitting to surface-
level linguistic markers

○ We also implemented an early 
stopping method

■ Done by monitoring the model’s 
validation performance and halts 
training if the validation loss does 
not improve over a predefined 
number of epochs
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Results
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Results Overview
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More results
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Questions/Comments

53
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5. Yushui, Yifang, Zhuochun
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●Exploring Cultural Bias in Language 
Models Through Word Grouping Games



● Large language models (LLMs) exhibit cultural bias, reinforcing 
stereotypes.

● Current evaluations lack emphasis on reasoning using cultural 
nuances.

● Our study introduces the Word Grouping Game (WGG), a novel 
approach to assess cultural reasoning in LLMs.
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Motivation



● Word Grouping Game(WWG)

○ Task: Form groups of four words based on a shared cultural topic.

○ Focus: Chinese culture, with data in native Chinese and English translation.
● Data Creation:

○ 80 word-groups based on Chinese culture.

○ Topics tagged into three categories:

▪ Everyday (e.g., Study Subjects)

▪ Pop Culture (e.g., Video Games)

▪ Linguistic (e.g., Poetry Classifications).
● Game Datasets:

○ Sample sizes: 2, 3, and 4 groups per game.

○ Created balanced dev/test (100 games) splits for reliable evaluation.
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Dataset



● One game sample in the Chinese and translated English WGG dataset 
with 4 groups.

58

Dataset



● Evaluation Metrics:

○ F1 Score: Measures correctness in grouping.

○ BERT Score (0-1) and GPT Topic Similarity (1-5): Topic similarity evaluation.
● Models:

○ Closed-source: GPT-3.5 Turbo.

○ Open-source: LLaMA2-7B, Mistral-7B.
● Setup:

○ Zero-shot prompting, specifying game rules and expected output.

○ Models tested on both native Chinese and English-translated datasets.
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Methods



● Translated English culture-related 
groupings has higher F1 score.

● As game size increased, 
performance steadily decreased.

● Performance: 

○ Mistral-7B: comparable or even better 
performance than GPT-3.5-Turbo

○ LLama2-7B: limited reasoning ability 
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Results

C" and "TE" denote Chinese and translated English 
datasets. "GTS" is defined as GPT Topic Similarity.



● Cultural Bias in LLMs:

○ All LLMs performed worse with native Chinese data compared to English 
translations.

○ This may be caused by the dominant position of English in today's world 
languages, which leads to the majority of pre-training datasets being only 
available in English.

● Complexity vs. Performance:

○ All models showed predictable declines with increasing game complexity.

○ This phenomenon matches our previous hypothesis that the game difficulty 
will also increase as the number of groups increases.
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Discussions



● WGG effectively evaluates cultural reasoning in LLMs.
● Clear biases observed via the evaluation, highlighting disparities 

between different languages and cultures among today's LLMs.
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Conclusion



● Expand WGG to include additional cultures and datasets.
● Explore fine-tuning open-source models with culturally 

representative data.
● Incorporate interactive evaluations with human feedback.
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Future Work



● Yushui Han: Chinese WGG development, English translation, GPT 
model evaluation, presentation preparation.

● Yifang He: Chinese WGG development, English translation, GPT model 
evaluation, presentation preparation.

● Zhuochun Li: Chinese WGG development, two open-source models 
evaluation, report writing.
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Task and Roles Assigned to Group Members
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6. Maanya, Jerry, Alex



66



67



68



69



70



71



72



73



74



75

7. Geonyeong, Kiran, Hugh, Carolina 



12/11/2024

Hugh Galloway (hug18@pitt.edu), 
Kiran Shridhar Alva (kiranshridhar@pitt.edu),

Geonyeong Choi (gec108@pitt.edu)

Automated Extraction 
of Cellular Niches from 

Scientific Literature

mailto:hug18@pitt.edu


Overview

• The goal of this project is to compile a large set of papers which analyze spatially resolved single-
cell data

• After the creation of this dataset we want to automatically extract cellular neighborhoods (CNs), 
also referred to as ‘niches’ or ‘recurrent cellular neighborhoods’ from this set of papers

• CNs are recurring patterns of cells that group together in tissue and are can be used to predict 
important clinical outcomes like patient response to therapy

• There are many papers which measure single-cell gene expression and colocalization of cell types 
but to date no one has compared findings across these papers. Our automated meta-analysis 
would allow us to immediately understand trends in the results across this incredibly hot field. 



Project Deliverables

• The project deliverables are the following:

1. Extract a dataset of relevant spatial single-cell papers which contain 
cellular niches (search for papers in biorxiv/PubMed, extract using 
abstract and title, extract the papers as pdfs)

2. Develop a method for extracting cellular neighborhoods and their 
associated biology from the papers in an automated manner (evaluate 
performance on a small hand-labeled subset)

3. Run the aforementioned method on all papers in our extracted 
collection and create a table or database that matches each paper to 
its cellular niches, associated biology and important data like disease 
types and tissue of origin



Technology Background

• Spatial Transcriptomics is a relatively 
new and exceedingly popular method 
for analyzing tissue biology

• Basic idea is that now we have gene 
expression within individual cells as 
well as the coordinates of those cells

• Named Nature’s method of the year 
in 2020 [1]

[1] states that RNA-seq is like a smoothie (gives us broken down 

components of tissue), single-cell RNA-seq is like a fruit salad (we 

know what the individual components are now), and spatial 

transcriptomics is like a fruit tart (we know the individual components 

and their arrangement) 



Paper Extraction

• For the paper extraction we used the Entrez API in 
BioPython [2] and searched for relevant papers with a 
variety of prompts (shown on the right). 

• Some of these are technology specific terms: for 
example: CODEX and CyCIF are popular multiplex 
imaging methods

• The more specific the technology term, the better the 
results tended to be. 

• More general terms like spatial single-cell cellular 
neighborhoods pulled more papers but also pulled 
more review papers and opinion papers that discuss 
spatial single-cell technologies and not actual discovery 
papers that have the results we are looking for.

• Overall, we pulled 134 papers. 

Prompts used for paper searching: 
[“multiplex immunofluorescence cellular 
neighborhoods”, “CODEX cellular 
neighborhoods”, “spatial transcriptomics 
cellular neighborhoods”, “spatial single-cell 
cellular neighborhoods”, “CyCIF cellular 
neighborhoods”]



Paper Annotation

• 18 papers that contained cellular neighborhoods were manually annotated for the project. 

• The following fields were included in the annotations:

• Disease Name: Name of the disease that is analyzed in this paper. Some of the papers 
were healthy tissue atlases so there wasn’t necessarily a disease for every paper.

• Clinical Variable: When cellular neighborhoods are collected they are almost always 
compared across patient groups. The variable that we use to split the patients is 
referred to as a clinical variable. Most often these are survival (long vs short), 
recurrence, and response to therapy. 

• Neighborhood Names: The set of unique neighborhood names present in the paper. 

• Neighborhood Associations: Some of the neighborhoods have significant associations 
with clinical variables. Here we assign ‘Pos’ for association with a positive outcome (like 
successful response to therapy), ‘Neg’ for association with a negative outcome, and 
‘None’ for interactions that are not significant. 

• For disease name we simply search for a description of the tissue samples, and that gives 
you the correct disease.

• For clinical variable we look for the discussion of the cellular neighborhoods and find the 
variable that they are compared against. This gives us the neighborhood associations as well.

• For the neighborhood names we look for the unique neighborhood names that are present in 
the text. We only look to extract neighborhoods that are in the main text body. 



Model Configurations

• We use the GPT-4o model to extract the cellular neighborhood 
information from the papers. 

• We consider 4 model configurations:

• ‘pure_baseline’: This configuration has a prompt for extracting the disease name, 
clinical variable and unique neighborhood names. There is a second prompt which has 
the ground truth neighborhood names and the ground truth clinical variable, and it asks 
the model to extract the associations between the listed neighborhood names and the 
clinical variable. Both prompts include a text representation of the entire paper as 
context. 

• ‘one_shot_CoT’: In this scenario there are separate prompts for all of the items we want 
to extract. Each prompt contains a relevant text excerpt from a paper not in the labeled 
dataset and an answer that shows what the correct output would look like for that text 
excerpt. We attempt to structure the answer in a chain-of-thought (CoT) format. All 
prompts include the entire paper as context.

• ‘rag_baseline’: This is the same as pure baseline, but instead of using the entire paper, 
we chunk the paper and find the most relevant chunks via RAG. We use chunk size of 
2000 and pull 5 chunks. 

• ‘rag_one_shot’: Same as ‘one_shot_CoT’ except we use RAG to find the most relevant 
chunks. Again we use 5 chunks per prompt. 



Baseline Model Prompt for CN 
Extraction

This prompt contains parts of an academic paper represented as a string as context. This paper should describe 
cellular neighborhoods (CNs). The paper describes a spatial single-cell experiment. The paper should be 
focusing on a specific disease, however, it could analyze healthy tissue. You must report the disease type 
discussed in the paper and return a string for that disease type. If no disease is described, then return 'None'. 
You must select a disease type from the following list: {disease_string}. For example, non-small cell lung cancer 
would be mapped to 'lung_cancer'.

You must extract the names of all of the cellular neighborhoods. Examples of names could be 'Immune enriched', 
'tumor stroma boundary', 'follicle', 'vasculature', etc. Do note that cellular neighborhoods are also often referred to 
as cellular niches or recurrent cellular neighborhoods. The neighborhood names must be returned as a list of 
strings. I do not have specific neighborhood names that you must match.

This paper should compare the neighborhoods across groups of patients, to see if they are enriched in specific 
patient groups. We refer to the variable that splits groups of patients as a clinical variable. Often, they are survival 
or response to immunotherapy (or any other type of treatment) or a disease type/subtype. I need you to tell me 
what clinical variable is associated with the cellular neighborhoods from this paper. Your assigned clinical 
variable MUST match one of the ones in this list: {clinical_var_string}. For example, disease-free survival (DFS) 
would be mapped to survival because that is in the list. If the clinical variable is not in the list, then put 'None', but 
in no circumstance should you return a clinical variable prediction that is not included in the provided list. Also, 
note that not every study will use a clinical variable, so in that case, please assign 'None' as the clinical variable.



One-Shot Chain of Thought 
Prompt – Clinical Variable 
ExampleThis prompt contains parts of an academic paper represented as a string as context. These papers tend to 

perform spatial single-cell analysis, and we are specifically interested in papers that analyze cellular 
neighborhoods (CNs). Most of the time, when a cellular neighborhood analysis is performed, researchers will split 
the patients into groups and compare the enrichment of different cellular neighborhoods within these groups. We 
refer to the variable that splits the patients into groups as a 'clinical_variable'.

You will need to analyze the text representation of a paper in this message and decide what the clinical variable 
in the paper is. Note that the clinical variable you assign MUST match one of the clinical variables in this list: 
{clinical_var_string}. For example, progression-free survival (PFS) would be mapped to 'survival' because that is 
in the list. Disease-free survival (DFS) would also be mapped to 'survival' because 'survival' is in the list of 
allowed outputs. Sometimes there is not a clinical variable, and in this case, you would assign 'None'.

I have included an example of relevant text excerpts and an example answer based on those excerpts.

Excerpt:
'We compared the proportion of cells representing each CN within a given tumor sample and found that LTS tumors had 
significantly higher representation of macrophage-enriched CN7 than STS tumors (Fig. 3d). Moreover, using this refined cohort, 
we confirmed the association between CN7 and improved survival (Fig. 3e and Extended Data Fig. 9g). This aligned with our 
neighborhood analysis using variable numbers of interacting cells, where CNs enriched in M1-like MDMs were associated with 
prolonged survival (Extended Data Fig. 7). Notably, CN2 and CN9 (pan-immune hotspots) were also associated with improved 
survival (Fig. 3e);'

Answer:
We can see that they are evaluating associations between cellular neighborhoods (CNs) and different tumors. Because the 
authors associated cellular neighborhoods with survival, we can confirm that the clinical variable in this case should be: 'survival'.



One-Shot Chain of 
Thought Prompt –
Neighborhood Name 
Example
This prompt contains parts of an academic paper represented as a string as context. This paper should describe cellular 
neighborhoods (CNs). You must extract the names of all of the cellular neighborhoods. Examples of names could be 'Immune 
enriched', 'tumor stroma boundary', 'follicle', 'vasculature', etc. Do note that cellular neighborhoods are also often referred to as 
cellular niches or recurrent cellular neighborhoods. The neighborhood names must be returned as a list of strings. I do not have
specific neighborhood names that you must match.

Below is an example of a relevant excerpt from an academic paper and a correct assignment of cellular neighborhood names:

Excerpt:
'We next compared multicellular interactions between glioblastoma and BrM. Using N = 10 nearest neighbors (the midpoint of 
our model and similar to other studies13), we identified 9 CNs across glioblastoma and BrM images (Fig. 3a,b and Extended 
Data Fig. 9a,b). The cellular composition of CNs recapitulated known tissue features, including the tumor boundary (CN1) or 
tumor compartment (CN8), two pan-immune hotspots with either high levels of all immune populations (CN2) or deficiencies in 
select subsets (CN9), high (CN3) or low (CN4) astrocytes, vascular niche (CN6), macrophage-enriched (CN7), and a 
neighborhood largely represented by cells undefined by our panel (CN5) (Fig. 3b). As expected, glioblastoma was dominated by 
CN3 and CN4 (astrocyte-enriched), whereas BrM-cores were enriched for CN8 (tumor compartment), reflecting the infiltrative’

Answer:
Here we can see a collection of names that refer to tissue structures (like tumor boundary) and cell groups (like pan-immune 
hotspot). We can see that all of these structures are marked by cellular neighborhood IDs like CN1, which will not always be the
case for every paper but is useful to look for. Note that there is a mention of two pan-immune hotspots, so our final list should 
contain: 'pan-immune hotspot 1, pan-immune hotspot 2'. Using the information just described, we can assign the following list as
the correct output:

['tumor boundary', 'tumor compartment', 'pan-immune hotspot 1', 'pan-immune hotspot 2', 'astrocyte high', 'astrocyte low', 
'vascular niche', 'macrophage enriched', 'undefined']



Pure Baseline

Clinical variable

Disease name



Neighborhood association

Neighborhood Names



Result



One Shot Chain of Thought

Clinical variable

Disease name



Neighborhood associationNeighborhood Names



Result 



RAG Baseline

Clinical variable

Disease name



Neighborhood associationNeighborhood Names



Result 



RAG One shot

Clinical variable

Disease name



Neighborhood associationNeighborhood Names



Result 



Analysis 



Prediction neighborhoods with 
fine tuning 
•Multiclass Classification: Each paper has multiple 
labels



Prediction neighborhoods with 
fine tuning 
•Problem 1: Sparsity of the label

•Number of neighborhoods: 138

•Unique neighborhoods: 127

•Prediction result
Loss Accuracy Correct Positive 

Predictions Precision Sensitivity

0.5396 0.8863 8/131 0.0684 0.0611



Prediction neighborhoods with 
fine tuning 
•Problem 2: Complicated label names
• 'B cell enriched’

• 'B cells and follicle’

• 'CD3+ T cells’

• 'CD44+ CD8+ CD4+ T cells’

• 'CD57+ enriched’

•Solution:Label Categorization 
• Ex:

• 'B cell enriched’, 'B cells and follicle’ => B cells

• 'CD3+ T cells’, 'CD44+ CD8+ CD4+ T cells’ => T cells 



Prediction neighborhoods with 
fine tuning 
•Solution: Label Categorization 

•1. User defined labels- Manual categorization

•Assign the cluster to the neighborhood names

•Advantages

•- Proper categorization 

•Weakness

•- Manual Categorizing
Accuracy 0.6941

Precision 0.6577

Sensitivity 0.8391



Prediction neighborhoods with 
fine tuning 
•Automatic categorization

•- Neighborhood names to vector using BioBert

•- Assign the cluster to the neighborhood names

•Advantages

•- Automatic categorizing

•- Customization 

•Weakness

•- Fixed location of pinpoints

Accuracy 0.7471

Precision 0.7444

Sensitivity 0.7701



Prediction neighborhoods with 
fine tuning 

•3. Using K-means and representative cell 
types

•- Neighborhood names to vector using 
BioBert

•- K - means with the elbow method

•- Assign the cluster to the neighborhood 
names

•Advantages

•- Dynamic location of pinpoints 
(Centroids) 
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