
● Go to Quizzes > Quiz 10-29 on Canvas

● You have until 2:40pm to complete it

● Allowed resources

○ Textbook

○ Your notes (on a computer or physical)

○ Course slides and website

● Resources not allowed

○ Generative AI

○ Internet searches
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Quiz



Session 19: Prompting and post-training LLMs

Michael Miller Yoder

October 29, 2025
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CS 2731
Introduction to Natural Language Processing



● Homework 3 has been released and is due next 
Fri Nov 7

○ Part 1: LLM prompting

■ Local Jupyter notebook from a template

○ Part 2: Instruction tuning of an LLM

■ CRCD GPUs

3

Course logistics: homework

https://michaelmilleryoder.github.io/cs1671_spring2025/hw3
https://michaelmilleryoder.github.io/cs1671_spring2025/hw3


● Project progress report due Nov 13
○ Instructions will be released

● SCI open-source LLMs
○ There are no rate limits. Just keep in mind it is a shared 

resource

○ Exact models available (feel free to use any)
■ gemma3 (gemma 3:27b)

■ llama3.1 (llama3.1:70b)

■ deepseek-r1 (deepseek-r1:70b)
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Course logistics: project



● Prompting

● In-context learning, zero-shot and few-shot learning

● Chain-of-thought prompting

● Post-training and model alignment for LLMs

● Instruction tuning

● RLHF

● Coding activity: fine-tune GPT-2

● Coding activity: prompting using SCI open-source LLMs
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Overview: Prompting and post-training LLMs
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In-context learning, zero-shot and few-
shot learning



1. Finetune the parameters of 
the model with additional 
data

○ See parameter-efficient 
finetuning for finetuning very 
large models

7

Two ways of adapting an LLM to your use case

Figures from John Hewitt, 
Jurafsky and Martin



2. Add more information in your prompt to the LLM, such as 
demonstrations (in-context learning)
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Two ways of adapting an LLM to your use case



Emergent zero-shot learning from GPT-2

● GPT-2 [Radford et al. 2019] is a 1.5B parameter language 
model trained on 40G text data (webtext)

● One key emergent ability in GPT-2 is zero-shot learning: the 
ability to do many tasks with no examples and no gradient 
updates, by simply:

○ Specifying the right sequence prediction problem in the prompt

■ Question answering

■ Summarization: <article> tl;dr <summary>

Slide adapted from Stanford Natural Language 
Processing with Deep Learning course via Lorraine Li



Slide adapted from John Hewitt

Very large language models seem to perform some kind of learning without gradient 
steps simply from examples you provide within their contexts (prompts). The in-
context steps seem to specify the task to be performed.
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In-context learning (few-shot prompting)
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●Chain-of-thought prompting



Limits of prompting for harder tasks?

● Some tasks seem too hard for LLM to learn 
through prompting alone.

● Especially tasks involving richer, multi-step 
reasoning

Slide adapted from Stanford Natural Language 
Processing with Deep Learning course



Chain-of-thought prompting

Slide adapted from Stanford Natural Language 
Processing with Deep Learning course via Lorraine Li



Chain-of-thought prompting

Do we even need examples 
of reasoning? Can we just 
ask the model to reason 
through things?

Slide adapted from Stanford Natural Language 
Processing with Deep Learning course via Lorraine Li



Chain-of-thought prompting

Slide adapted from Stanford Natural Language 
Processing with Deep Learning course via Lorraine Li



Downside of prompt-based learning

Slide adapted from Stanford Natural Language 
Processing with Deep Learning course via Lorraine Li
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Post-training and model alignment for 
LLMs: language modeling is not enough



● Language models are not aligned with user intent [Ouyang et al. 2022]
● Post-training LLMs to the rescue!
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Language modeling ≠ assisting users

Slide adapted from Jesse Mu



Language model as multitask assistants?

● How do we get from 
○ University of Pittsburgh is located in ___, Pennsylvania. [World knowledge]

○ I put __ fork down on the table. [syntax]

● To…

Slide adapted from Stanford Natural Language 
Processing with Deep Learning course



Language model as world models?

Language models may do rudimentary modeling of agents, beliefs, and actions.

“Language Models as Agent Models” Andreas 2022
Slide adapted from Stanford Natural Language 
Processing with Deep Learning course

https://arxiv.org/pdf/2212.01681.pdf


Language model as world models?

Language models may do mathematical proofs if pretrained on math content.

“Llemma: An Open Language Model For Mathematics” Azebayev et al 2023Slide adapted from Stanford Natural Language 
Processing with Deep Learning course

https://blog.eleuther.ai/llemma/
https://blog.eleuther.ai/llemma/


Language model as world models?

Language models can generate working code.

CopilotSlide adapted from Stanford Natural Language 
Processing with Deep Learning course

https://github.com/features/copilot


Language model as multitask assistants?

Slide adapted from Stanford Natural Language 
Processing with Deep Learning course



Two techniques to align LLMs with human preferences (what we want 
them to do):

1. Instruction tuning

○ Models are finetuned on a corpus of instructions/questions and 
desired responses

2. Preference alignment (RLHF)

○ Separate model is trained to decide how much a candidate response 
aligns with human preferences

○ This reward model is used to finetune the base model
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Post-training (model alignment)

Slide based on Jurafsky & Martin
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Instruction tuning



● Collect examples 
of (instruction, 
output) pairs 
across many 
tasks and 
finetune an LM

● Still just LM 
objective (predict 
the next word) 
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Instruction tuning (supervised finetuning, SFT)

Slide adapted from Jesse 
Mu, Chung et al. 2022



● Expensive to collect ground-truth data for tasks

● Though you can include existing datasets of tasks like question answering

● And LLMs are now commonly used to generate instruction tuning datasets 

● Tasks like open-ended creative generation have no right answer.

○ Write me a story about a dog and her pet grasshopper.

● Language modeling penalizes all token-level mistakes equally, but some errors 
are worse than others

● Even with instruction finetuning, there is a mismatch between the LM objective 
and the objective of “satisfy human preferences”!

● Can we explicitly attempt to satisfy human preferences?
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Limitations of instruction finetuning

Slide adapted from Jesse Mu, Jurafsky & Martin
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Reinforcement learning from human 
feedback (RLHF)



● Let’s say we were training a language model on some task (e.g. 
summarization).

● For each LM sample 𝑠, imagine we had a way to obtain a human 
reward of that summary: 𝑅(𝑠) ∈ ℝ, higher is better.
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Optimizing for human preferences

● Now we want to maximize the expected reward of samples from our LM
Slide adapted from Jesse Mu
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How do we model human preferences?

Slide adapted from Jesse Mu

Ask annotators to rank different responses by their preference



● Takes in a sequence of text and 
produces a scalar representing 
human preference for that text 
Training data:

○ Prompts (can come from real 
users of OpenAI’s LLMs, e.g.)

○ LLM-generated responses to 
those prompts, ranked by 
human annotators
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Reward model

Slide based on https://huggingface.co/blog/rlhf



● Why reinforcement learning? It’s good at handling arbitrary reward 
functions like “human preference”

● Finetuning language modeling (predicting the next word) with the goal of 
optimizing preference for the entire output

○ Is like optimizing steps to take in a game to optimize winning, the classic 
example of reinforcement learning

● Often uses the Proximal Policy Optimization (PPO) reinforcement 
learning algorithm or Direct Policy Optimization (DPO)

● Tries to not stray too far from the original language model
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LLMs are finetuned to optimize the reward model using 
reinforcement learning

Slide based on https://huggingface.co/blog/rlhf



● Policy: a language model that takes in a prompt and returns a 
sequence of text (or just probability distributions over text)

● Action space: the vocabulary of the language model 

● Observation space: the distribution of possible input token 
sequences

● Reward function is a combination of the preference model and a 
constraint on policy shift.
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Finetuning LLMs with a reward model

Slide based on https://huggingface.co/blog/rlhf
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RLHF: Putting it all together [Christiano et al. 2017; Stiennon et al. 2020]

Slide adapted from Jesse Mu
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Image from https://huggingface.co/blog/rlhf
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InstructGPT: scaling up RLHF to tens of thousands of tasks 

Slide adapted from Jesse Mu
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InstructGPT gets us closer to dialogue intent

Slide adapted from Jesse Mu
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InstructGPT can accomplish many tasks

Slide adapted from Jesse Mu
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ChatGPT: Instruction Finetuning + RLHF for dialog agents 

Slide adapted from Jesse Mu
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ChatGPT: Instruction Finetuning + RLHF for dialog agents 

Slide adapted from Jesse Mu
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Limitations of RL + Reward Modeling

● Human preferences are 
unreliable!

● “Reward hacking” is a common 
problem in RL

● Chatbots are rewarded to 
produce responses that seem 
authoritative and helpful, 
regardless of truth

● This can result in making up 
facts + hallucinations

Slide adapted from Jesse Mu



● Zero-shot prompting is simply asking an LLM to do something without 
providing any examples

● Few-shot prompting (in-context learning) is where a few examples are 
provided, which can improve LLM output

● Chain-of-though prompting, providing reasoning in examples, can also 
improve LLM output

● Instruction tuning, finetuning of LLMs with prompt-response pairs, can 
help align language models with human preferences

● Large language models can be trained to provide more useful responses 
using reinforcement learning from human feedback (RLHF)
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Conclusion



Coding activities
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● Click on this nbgitpuller link or find the link on the course website

● Important difference from normal: Open a ‘TEACH – Nvidia L4 GPU –
16 CPUs – 60GB’ server
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Notebook: finetune GPT-2 on Shakespeare

● Open session14_gpt2_shakespeare.ipynb

https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main


● Click on this nbgitpuller link or find the link on the course website

● We currently can’t make API calls to SCI LLMs from the CRCD, so open and run this 
notebook locally

● You’ll need to connect to the Pitt VPN to make API calls to SCI LLMs, even if you're on 
campus. Here are instructions for doing that through the GlobalProtect app

● Right-click session19_prompting.ipynb and select Download. Save it to your computer

● Open Jupyter Lab on a shell/terminal on your own computer

○ conda install jupyterlab or pip install jupyterlab

■ Or whatever your favorite Python package manager is

■ Ideally run in a virtual environment

○ The run jupyter lab to start Jupyter
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Notebook: prompt SCI open-source LLMs

https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://services.pitt.edu/TDClient/33/Portal/KB/ArticleDet?ID=293
https://services.pitt.edu/TDClient/33/Portal/KB/ArticleDet?ID=293
https://services.pitt.edu/TDClient/33/Portal/KB/ArticleDet?ID=293
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