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CS 2731
Human Language Technologies



● Homework 1 is due next Thu Sep 25

● Project Match Day is in class this Wed Sep 17. You will form groups 
of 2-4 students from the project list

○ Consider which projects you’d like to work on from the list of project 
options
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Course logistics

https://michaelmilleryoder.github.io/cs2731_fall2025/hw1
https://michaelmilleryoder.github.io/cs2731_fall2025/hw1
https://michaelmilleryoder.github.io/cs2731_fall2025/project.html#project-group-match-day
https://michaelmilleryoder.github.io/cs2731_fall2025/project.html#project-group-match-day


● Smoothing to handle zeros in n-gram language models

● Coding activity: build your own n-gram language model!

● Text classification

● Evaluation of text classification

○ Precision, recall, f1-score

○ Train/dev/test and cross-validation sets

● Harms in classification

● Coding activity

○ Clickbait classification evaluation
3

Lecture overview: N-gram language models part 2, text 
classification
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The problem of zeros 
in n-gram language models
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Slide credit: David Mortensen
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N-grams in the test set that weren’t in the training set

Slide credit: David Mortensen
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Laplace and Lidstone smoothing



When we have sparse statistics:

Steal probability mass to generalize better
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Slide adapted from Jurafsky & 
Martin, Dan Klein
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The intuition of smoothing
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Laplace smoothing: Pretending that we saw each word once more 

Slide credit: David Mortensen



Laplace smoothing is too blunt

Problem: A large dictionary makes rare words too
probable.

Solution: instead of adding 1 to all counts, add k < 0.

How to choose k?

Slide credit: Lorraine Li



How to choose k?

Slide credit: Lorraine Li



How to choose k?

● Hyperparameter!
○ Try many k values on dev data and choose k

that gives the lowest perplexity

○ Report result on test data

● Could tune this at the same time as n in n-
gram LM

Slide adapted from Lorraine Li
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Coding activity: build your own n-gram LMs



● Click on this nbgitpuller link

● Open session5_ngram_lm.ipynb
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N-gram language models with nltk on JupyterHub

https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main


Text classification
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"My dear Mr. Bennet," said his lady 
to him one day, "have you heard 
that Netherfield Park is let at last?"

ROMANCE

Pride and Prejudice

DIALOG

Text classification
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Is this spam?

Slide adapted from Jurafksy & Martin



Antagonists and Inhibitors

Blood Supply

Chemistry

Drug Therapy

Embryology

Epidemiology

…
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MeSH Subject Category Hierarchy

?

MEDLINE Article

Slide adapted from Jurafksy & Martin

What is the subject of this medical article?
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Slide credit: David MortensenSlide credit: David Mortensen
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Slide credit: David Mortensen



How to evaluate your classifier
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Slide credit: David Mortensen
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Slide credit: David Mortensen

how many instances your system got right
all instances in the test set



● Imagine an “important email” classifier that notifies you when you get an 
important email

● Suppose that 99% of the messages you receive are junk and not important (we’re 
being realistic here)

● An easy important email classifier: classify nothing as important 

○ You would get lots of work done, because you wouldn’t be distracted by email

○ The email classifier would have an accuracy of ~99%

○ Everybody would be happy except for your boss

● You must take the relative importance of the classes into account, and the cost 
of the error types
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Issues with using test set accuracy

Slide adapted from David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen

recall = tp/(tp+fn)

precision = 
tp/(tp+fp)



Why precision and recall

○ 2-way precision and recall are specific to a target class

● Accuracy=99% on important email detection

but

● Recall = 0 (out of all actually important emails, got none)

● Precision and recall, unlike accuracy, emphasize true positives: finding 

the things that we are supposed to be looking for
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Slide adapted from Jurafksy & Martin



We almost always use balanced F1 (i.e., β = 1). Harmonic mean
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A combined measure: F1-score

Slide adapted from Jurafksy & Martin



29

Confusion matrix for 3-class classification

Slide adapted from Jurafksy & Martin
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Slide credit: David Mortensen, Jurafksy & Martin
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Train/dev/test splits and cross-validation



Train on training set, tune on dev set, report on test set

● Do not look at test set
● Using a dev set avoids overfitting (‘tuning to the test set’)
● More conservative estimate of performance
● But paradox: want as much data as possible for training, and as much 

for dev; how to split?

Training set Development Set Test Set
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Development Sets ("Devsets") and Cross-validation

Slide adapted from Jurafksy & Martin



● Pool results over splits, Compute pooled dev performance
● Good for when you don’t have much data (<10k instances rule of thumb)
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Cross-validation: multiple splits

Slide adapted from Jurafksy & Martin
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Harms in classification in NLP



Kiritchenko and Mohammad (2018) found that most sentiment classifiers 
assign lower sentiment and more negative emotion to sentences with 
African American names in them.

This perpetuates negative stereotypes that associate African Americans 
with negative emotions 
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Harms in sentiment classifiers

Slide adapted from Jurafksy & Martin



Toxicity detection is the task of detecting hate speech, abuse, harassment, 
or other kinds of toxic language

But some toxicity classifiers incorrectly flag as being toxic sentences that 
are non-toxic but simply mention identities like blind people, women, or 
gay people.

This could lead to censorship of discussion about these groups. 

37

Harms in toxicity classification

Slide adapted from Jurafksy & Martin



Can be caused by:
○ Problems in the training data; machine learning systems are known to amplify 

the biases in their training data. 
○ Problems in the human labels
○ Problems in the resources used (like lexicons)
○ Problems in model architecture (like what the model is trained to optimized) 

Mitigation of these harms is an open research area

Can’t fully “remove” bias because exists in societies that produced texts 
we use

So need to be explicit about what those biases may be through data 
statements and model cards
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What causes these harms?

Slide adapted from Jurafksy & Martin



For each dataset you release, document:
● Curation rationale: why were certain texts selected
● Language variety
● Speaker demographic
● Annotator demographic
● Speech situation

○ Time and place, modality, scripted vs spontaneous, intended audience
● Text characteristics

○ Genre, topic
● Recording quality (for speech)
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Data statements [Bender & Friedman 2018]

Slide adapted from Jurafksy & Martin



For each algorithm you release, document:
○ training algorithms and parameters 
○ training data sources, motivation, and preprocessing 
○ evaluation data sources, motivation, and preprocessing 
○ intended use and users 
○ model performance across different demographic or other groups and 

environmental situations 
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Model cards [Mitchell et al. 2019]



Coding activity: clickbait classifier evaluation
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● Click on this nbgitpuller link

○ Or find the link on the course website

● Open session6_clickbait_eval.ipynb
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Clickbait classification evaluation

https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main
https://jupyter.crc.pitt.edu/hub/user-redirect/git-pull?repo=https%3A%2F%2Fgithub.com%2Fmichaelmilleryoder%2Fcs2731_jupyterhub&urlpath=lab%2Ftree%2Fcs2731_jupyterhub%2F&branch=main


● Smoothing can handle the problem of unseen n-grams in n-gram 
language models

● Text classification is an NLP task learning a mapping from texts to a set 
of discrete labels

● Classifiers are evaluated with accuracy, precision, recall and F1-score

● Cross-validation is an alternative to train/dev/test split to estimate 
performance

● Text classification systems can be biased against the language or 
references to marginalized groups

Conclusion
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Questions?
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