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● Homework 4 is due today, Mon Mar 25
○ Part 1: Do part-of-speech tagging manually with the Viterbi algorithm

○ Part 2:  Fine-tune BERT-based models for part-of-speech tagging in 
English and Norwegian
■ Copy and fill in a skeleton Colab notebook

● Project peer review due Wed Mar 27
○ Form where you will review your own and your teammates’ 

contributions so far

○ Will not be used for grading, just for addressing any issues

● Basic working system due Thu Apr 4
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Course logistics

https://michaelmilleryoder.github.io/cs2731_spring2024/hw4
https://forms.gle/F8fhBkUpgCSJDTNA9
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● What is syntax?
● Syntax formalisms (constituency, dependency)
● Constituency

○ Types of constituents in English
○ Context-free grammars (CFGs)
○ Derivations and parse trees

● Constituency parsing
○ Treebanks

● Activity: parse some sentences
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Overview: Constituency parsing, CFGs
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What is syntax and why is it useful?
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Different perspectives on syntax
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Constituency



15
Slide credit: David Mortensen



16
Slide credit: David Mortensen



17
Slide credit: David Mortensen



18
Slide credit: David Mortensen



19
Slide credit: David Mortensen



20

Types of constituents in English
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Context-Free Grammars (CFGs)



27
Slide credit: David Mortensen



28
Slide credit: David Mortensen



29
Slide credit: David Mortensen



30

● In natural language syntax, terminals are usually words 
● They cannot be rewritten; they mean that you’re done

Terminal nodes are leaf nodes

Slide credit: David Mortensen
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Derivations and parse trees
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Constituency parsing
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● In order to parse a sentence, a parser must find all the possible ways 
that that sentence could be derived in a grammar. It is searching 
through a large (potentially infinite space). 

● Naïve approaches to this problem are intractable 

● Recursive grammars allow for an unbounded number of derivations 

● Fortunately, mathematicians and computer scientists have developed 
a wide range of algorithms for addressing the problems of 
context-free parsing 
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Parsing is a search problem

Slide adapted from David Mortensen



● A classic algorithm uses dynamic programming: 
Cocke-Younger-Kasami (CYK or CKY) Algorithm (first published by 
Itiroo Sakai in 1961).
○ Uses a table of partial parses to efficiently come up with parsing options
○ Produces all possible parses, but doesn’t tell you which one is best!

● Neural span-based constituency parsing to the rescue: 
○ Calculates a score for each constituent
○ Combine scores to find the best-scoring parse tree
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Constituency parsing algorithms
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Treebanks
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Activity: parse some sentences



1. The boy with the coin sat down.

2. Enraged cow injures farmer with ax.

3. Hospitals are sued by seven foot doctors.

4. The woman saw the man with the telescope.
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Practice: parse these sentences

Some helpful rules:
S -> NP VP
S -> ADJP VP

NP -> N
NP -> N N
NP -> Det NP
NP -> ADJ NP
NP -> NP PP

VP -> V
VP -> VP NP
VP -> VP NP PP
VP -> VP VP
VP -> VP PP
VP -> VP Particle

PP -> Prep NP



● Syntax concerns rules for grouping and ordering words into 
meaningful phrases and sentences

● Constituencies and dependencies are two high-level formalisms for 
syntax

● Constituencies are groups of words that act as a unit in a sentence
● Context-free grammars (CFGs) provide grouping rules for constituents
● Constituency parsing is determining the best/possible constituency 

structure of a sentence
● Treebanks contain sentences annotated for syntax structure and 

parts of speech
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Wrapping up
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Questions?


