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CS 2731 / ISSP 2230
Introduction to Natural Language Processing



● Project presentations in class Apr 24

● Final reports due Apr 25

● Grades on basic working systems are out

○ Feel free to come to office hours or set up a meeting with Michael or 
Bhiman to discuss next steps
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Course logistics: project, project, project



● Introduction to dialogue systems and chatbots

● Properties of human conversation

● Rule-based chatbots (ELIZA review)

● Corpus-based chatbots

● Encoder-decoder framework for dialogue generation

● RLHF and ChatGPT
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Overview: Dialogue, chatbots part 1
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Dialogue systems and chatbots
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Slide credit: David Mortensen, Jurafsky & Martin
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Slide credit: David Mortensen, Jurafsky & Martin



● Incorporates speech recognition and text-to-speech
○ Additional possible sources of error

● Benefits of speech as an interface
○ Highly intuitive
○ Eyes and hands free
○ Small devices
○ Rich communication channel
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Spoken conversational systems

Slide adapted from Diane Litman
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Properties of human conversation
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Figure from Jurafsky & Martin



Slide adapted from David Mortensen, Jurafsky & Martin
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● A turn is a single 
contribution from one 
speaker

● Turn-taking is complex

● When to take/yield the 
floor?

● People can detect when 
their conversation partner 
is about to stop talking

● People interrupt each 
other, resulting in 
overlapping speech

Turn-taking



Slide adapted from David Mortensen, Jurafsky & Martin
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There are vocal pauses 
such as “uh”.



Slide adapted from David Mortensen, Jurafsky & Martin
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There are discourse 
markers like “OK” and 
“Right”.



Slide adapted from David Mortensen

Image: ABC News

Why do elevator 
buttons light up?
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Grounding

And what happens 
when pedestrian 
crosswalk buttons 
don’t?
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Slide credit: David Mortensen, Jurafsky & Martin



● Conversation participants need common ground: set of things 
mutually believed by both speaker and hearer 

● Principle of closure: Agents performing an action require evidence, 
sufficient for current purposes, that they have succeeded in 
performing it (Clark 1996, Norman 1988)

● Speech is an action too!  So speakers need to ground each other’s 
utterances.

● Grounding: acknowledging that the hearer has understood
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Grounding = acknowledgment

Slide adapted from Jurafsky & Martin



System:Did you want to review more of your profile?

User: No.

System:What’s next? AWKWARD

System:Did you want to review more of your profile?

User: No.

System:Okay, what’s next? LESS AWKWARD!
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Grounding is important for computers too!

Slide credit: Jurafsky & Martin
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Speech acts: sentences that do things



Slide adapted from David Mortensen, Jurafsky & Martin

Ludwig Wittgenstein

Each turn in a 
dialogue is a kind of 
action [Wittgenstein 
1953, Austin 1962]
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Utterances as actions
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Slide credit: David Mortensen
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Slide credit: David Mortensen



Local structure between adjacent speech acts, from the field of 
conversation analysis [Sacks et al. 1974]

Called adjacency pairs:

● Question > Answer
● Proposal > Acceptance/Rejection
● Compliments ("Nice jacket!") > Downplayer ("Oh, this old thing?")
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Conversations have structure

Slide adapted from Jurafsky & Martin



Agent:  OK.  There's #two non-stops#
Client:                     #Act- actually#, what day of the week is the 15th?
Agent: It’s a Friday.
Client: Uh hmm. I would consider staying there an extra day til 

Sunday. 
Agent: OK...OK. On Sunday I have ... 
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Correction subdialogue

Subdialogues

Slide adapted from Jurafsky & Martin



Slide adapted from Jurafsky & Martin

● Some conversations are controlled by one person
○ A reporter interviewing a chef asks questions, and the chef responds.
○ This reporter has the conversational initiative (Walker and Whittaker 

1990)

● Most human conversations have mixed initiative: 
○ I lead, then you lead, then I lead.

● Mixed initiative is very hard for NLP systems, which often default to 
simpler styles that can be frustrating for humans:
○ User initiative (user asks or commands, system responds)
○ System initiative (system asks user questions to fill out a form, user 

can't change the direction)
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Conversational initiative



Agent: And, what day in May did you want to travel?

Client: OK, uh, I need to be there for a meeting that’s from the 12th to the 15th.
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Conversational implicature

Slide adapted from Jurafsky & Martin
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Rule-based chatbots



● Early chatbot that imitated a Rogerian 
psychotherapist 
○ Rare type of conversation where can 

“assume the pose of knowing almost 
nothing of the real world”

○ Agent mirrors back what it hears

● Uses regular expression matching to 
match phrases

“I need X” 
and translates them into, e.g.
“What would it mean to you if 
you got X? 
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ELIZA [Weizenbaum 1966]

Slide adapted from Jurafsky & Martin, Lori Levin
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Slide credit: David Mortensen
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Slide credit: David Mortensen, Jurafsky & Martin
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Slide credit: David Mortensen, Jurafsky & Martin
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Corpus-based chatbots



Transcripts of telephone conversations between volunteers
• Switchboard corpus of American English telephone conversations

Movie dialogue
• Various corpora of movie subtitles

Hire human crowdworkers to have conversations among themselves
• Topical-Chat 11K crowdsourced conversations on 8 topics
• EMPATHETICDIALOGUES 25K crowdsourced conversations grounded in a situation where a 

speaker was feeling a specific emotion
Hire human crowdworkers to have conversations with the chatbot (and rate responses)

• RLHF, ChatGPT
Pseudo-conversations from public posts on social media

• Drawn from Twitter, Reddit, Weibo (微博), etc. 
• Tend to be noisy; often used just as pre-training.

Crucial to remove personally identifiable information (PII) 
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What conversations to draw on?

Slide adapted from Jurafsky & Martin
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Slide adapted from Jurafsky & Martin

● Think of response production as an encoder-decoder task
● Generate each token rt of the response by conditioning on the encoding of 

the entire query q and the response so far r1 … rt−1

Respond by generating: encoder-decoder
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Reinforcement Learning from Human 
Feedback (RLHF)



● Language models are not aligned with user intent [Ouyang et al. 2022]
● (Instruction) finetuning to the rescue!
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Language modeling != doing dialogue

Slide adapted from Jesse Mu



● Collect examples of (instruction, output) pairs across many tasks and 
finetune an LM
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Instruction finetuning

Slide adapted from Jesse Mu, 
Chung et al. 2022



● Expensive to collect ground-truth data for tasks
● Problem 1: tasks like open-ended creative generation have no right 

answer.
○ Write me a story about a dog and her pet grasshopper.

● Problem 2: language modeling penalizes all token-level mistakes 
equally, but some errors are worse than others

● Even with instruction finetuning, there is a mismatch between the LM 
objective and the objective of “satisfy human preferences”!

● Can we explicitly attempt to satisfy human preferences?
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Limitations of instruction finetuning

Slide adapted from Jesse Mu



● Let’s say we were training a language model on some task (e.g. 
summarization).

● For each LM sample 𝑠, imagine we had a way to obtain a human 
reward of that summary: 𝑅(𝑠) ∈ ℝ, higher is better.
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Optimizing for human preferences

● Now we want to maximize the expected reward of samples from our LM
Slide adapted from Jesse Mu



● The field of reinforcement learning (RL) has 
studied these (and related) problems for many 
years [Williams 1992; Sutton and Barto 1998]

● Circa 2013: resurgence of interest in RL applied to 
deep learning, game-playing [Mnih et al., 2013]

● Interest in applying RL to modern LMs is a newer 
phenomenon [Ziegler et al. 2019; Stiennon et al. 
2020; Ouyang et al. 2022]. Why?
○ RL w/ LMs has commonly been viewed as very 

hard to get right (still is!) 
○ Newer advances in RL algorithms that work for 

large neural models, including language models 
(e.g. PPO; [Schulman et al., 2017])
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Reinforcement learning to the rescue

Slide adapted from Jesse Mu



● With algorithms like REINFORCE [Williams 1992] we use any arbitrary, 
non-differentiable reward function 𝑅(𝑠) , we can train our language 
model to maximize expected reward

● Problem 1: human-in-the-loop is expensive!
● Solution: instead of directly asking humans for preferences, model 

their preferences as a separate (NLP) problem! [Knox and Stone, 
2009]
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How do we model human preferences?

Slide adapted from Jesse Mu



● Problem 2: human judgments are noisy and miscalibrated!
● Solution: instead of asking for direct ratings, ask for pairwise 

comparisons, which can be more reliable [Phelps et al. 2015; Clark et 
al. 2018]
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How do we model human preferences?

Slide adapted from Jesse Mu



● Problem 2: human judgments are noisy and miscalibrated!
● Solution: instead of asking for direct ratings, ask for pairwise 

comparisons, which can be more reliable [Phelps et al. 2015; Clark et 
al. 2018]
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How do we model human preferences?

Slide adapted from Jesse Mu



● Problem 2: human judgments are noisy and miscalibrated!
● Solution: instead of asking for direct ratings, ask for pairwise 

comparisons, which can be more reliable [Phelps et al. 2015; Clark et 
al. 2018]
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How do we model human preferences?

Slide adapted from Jesse Mu
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Make sure your reward model works first!

Slide adapted from Jesse Mu
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RLHF: Putting it all together [Christiano et al. 2017; Stiennon et al. 2020]

Slide adapted from Jesse Mu
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InstructGPT: scaling up RLHF to tens of thousands of tasks 

Slide adapted from Jesse Mu
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InstructGPT gets us closer to dialogue intent

Slide adapted from Jesse Mu
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InstructGPT can accomplish many tasks

Slide adapted from Jesse Mu
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ChatGPT: Instruction Finetuning + RLHF for dialog agents 

Slide adapted from Jesse Mu
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ChatGPT: Instruction Finetuning + RLHF for dialog agents 

Slide adapted from Jesse Mu
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Limitations of RL + Reward Modeling

● Human preferences are 
unreliable!

● “Reward hacking” is a common 
problem in RL

● Chatbots are rewarded to 
produce responses that seem 
authoritative and helpful, 
regardless of truth

● This can result in making up 
facts + hallucinations

Slide adapted from Jesse Mu



● Automated conversational systems can be divided into 2 types:

○ Open-domain “chatbots”

○ Task-oriented dialogue systems

● Conversation is a complex joint interaction between participants

○ Turn-taking and grounding are example issues that dialogue systems must address

● Rule-based chatbots, starting with the ELIZA system, can be quite effective

● Corpus-based chatbots can respond by generating responses after being trained 
on corpora 

● Large language models can be trained for dialogue using reinforcement learning 
from human feedback (RLHF)
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Wrapping up
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Questions?


