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Session 3: Bag of words, tf-idf, PPMI

Michael Miller Yoder
January 17, 2023
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CS 2731 / ISSP 2230
Introduction to Natural Language Processing



● Reading quizzes due 1pm before class
● Project survey due tomorrow, Thursday, Jan 18 at 11:59pm

○ See project description

○ Project groups will often be 3-4 students

● Homework 1 has been released (check the website or Canvas)
○ Programming problems, write report based on results

○ Due Thu, Feb 1 at 11:59pm

● Course project matching 
○ By Mon, Jan 22

○ We will email you
3

Course logistics

https://forms.gle/dtRnWmCpe9C8TXSm9
https://michaelmilleryoder.github.io/cs2731_spring2024/project


● Term-document and term-term matrices

● Cosine similarity

● Tf-idf weighting

● PPMI weighting
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Overview: Bag of words, tf-idf, PPMI
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Core tasks and applications of NLP

text 
classification

representation 
learning

language 
models

sequence 
labeling

syntactic 
parsing

machine 
translation

speech recognition 
& synthesis

chatbots computational 
social science

CORE TASKS

APPLICATIONS

conditional 
language 
models

MODULE 2
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"My dear Mr. Bennet," said his lady 
to him one day, "have you heard 
that Netherfield Park is let at last?"

ROMANCE

Pride and Prejudice

DIALOG

Text classification
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Bag of words document representation

Slide from Jurafsky & Martin
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Slide credit: David Mortensen
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Slide credit: David Mortensen



Term-document and term-term matrices
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Term-document matrix

Slide credit: David Mortensen



12

Term-document matrix

Slide credit: David Mortensen
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Visualizing document vectors

Slide from Jurafsky & Martin
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Vectors are the basis of information retrieval

Slide adapted from Jurafsky & Martin

As You Like It Twelfth Night Julius Caesar Henry V

battle 1 0 7 13

good 114 80 62 89

fool 36 58 1 4

wit 20 15 2 3

● Vectors for comedies are different from tragedies
● Comedies have more fools and fewer battles
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Term-document matrix: word vectors

● battle is "the kind of word that occurs in Julius Caesar and Henry V"

● fool is "the kind of word that occurs in comedies, especially Twelfth Night"

Slide adapted from David Mortensen, Jurafsky & Martin
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Term-term matrix (or word-word or word-context matrix)

Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen



Cosine similarity
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● Do we care about 
magnitude/word 
frequencies? (No)
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Measuring similarity between word or document vectors

Slide adapted from Jurafsky & Martin
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Slide credit: David Mortensen



-1: vectors point in opposite directions

+1:  vectors point in same directions

0: vectors are orthogonal

But since raw frequency values are non-negative, the cosine for 
term-term matrix vectors ranges from 0–1
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Cosine as a similarity metric for vectors

Slide adapted from Jurafsky & Martin, David Mortensen



Tf-idf weighting
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● The co-occurrence matrices we have seen represent each cell by 
word frequencies
○ Whether in term-document or term-term matrices

● Frequency is clearly useful; if sugar appears a lot near apricot, that's 
useful information.

● But overly frequent words like the, it, or they are not very informative 
about the context
○ 2 documents that use a lot of the are not necessarily similar

● It's a paradox! How can we balance these two conflicting constraints?
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Raw frequency is a bad representation

Slide adapted from Jurafsky & Martin



● tf-idf (term frequency-inverse document frequency)
○ For representing documents with their most unique words (for text 

classification, information retrieval)
○ Term-document matrix

● PPMI (positive pointwise mutual information)
○ For finding associations between words (which appear more often 

together than chance?)
○ Term-term matrix
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Weighting words in term-document and term-term matrices

Slide adapted from Jurafsky & Martin



tft,d = count(t,d)

Instead of using raw count, we squash a bit:

tft,d = log10(count(t,d)+1)
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Term frequency (tf)

Slide adapted from Jurafsky & Martin



dft is the number of documents term t occurs in.
(note this is not collection frequency, which is the total count across all 
documents)
"Romeo" is very distinctive for one Shakespeare play:
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Document frequency (df)

Slide adapted from Jurafsky & Martin



● N is the total number of 
documents in the collection

● Documents can be whatever you 
want! (Full documents, 
paragraphs, etc)
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Inverse document frequency (idf)

Slide adapted from Jurafsky & Martin
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Slide adapted from Jurafsky & Martin, David Mortensen



Raw counts

tf-idf:
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Final tf-idf weighted values



Positive pointwise mutual information 
(PPMI)
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide adapted from Jurafsky & Martin

● Do events x and y co-occur more than if they were independent?

● PMI between 2 words [Church+Hanks 1989]
○ Do words x and y co-occur more than if they were independent?

Pointwise mutual information
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen

0.37

0.58
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Slide credit: David Mortensen
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Slide credit: David Mortensen



● Bag of words representations of documents
○ Counts of terms in documents (no order info)
○ Can be represented in vector form as…

● Term-document matrices
● Term-term (word-word) matrices

○ How many times words are used in contexts of 
other words

● Cosine to measure similarity between vectors 
for documents or words

● Downweighting words that appear frequently
○ tf-idf for document representations

■ Downweight terms that appear across many documents
○ PPMI for word associations

■ Downweight words that appear with many other words

Conclusion

42



43

Questions?

Project survey due tomorrow
Homework 1 has been released, 
due Thu, Feb 1

https://forms.gle/dtRnWmCpe9C8TXSm9

