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● Course logistics

● Text classification tasks

● Naive Bayes: input, formulation, training
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Overview: Naive Bayes



● Homework 1 
○ Programming problems, write report based on results

○ Due next Thu Feb 1 at 11:59pm

● Course project matching 
○ We will email you tomorrow

○ Please plan meeting with groups to discuss project ideas

○ Project area and contribution form will be due Feb 8
■ Not released yet

● First discussion post due Wed at 1pm
○ Will be released on Canvas tomorrow

○ This replaces the reading quiz for Wed
4

Course logistics



5

Core tasks and applications of NLP

text 
classification

representation 
learning

language 
models

sequence 
labeling

syntactic 
parsing

machine 
translation

speech recognition 
& synthesis

chatbots computational 
social science

CORE TASKS

APPLICATIONS

conditional 
language 
models

MODULE 2



Text classification tasks
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"My dear Mr. Bennet," said his lady 
to him one day, "have you heard 
that Netherfield Park is let at last?"

ROMANCE

Pride and Prejudice

DIALOG

Text classification
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Is this spam?

Slide adapted from Jurafksy & Martin



● 1787-1788: anonymous essays try to convince New York 
to ratify U.S Constitution:  Jay, Madison, Hamilton.  

● Authorship of 12 of the letters in dispute
● 1963: solved by Mosteller and Wallace using Bayesian 

methods

James Madison Alexander Hamilton
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Who wrote which Federalist papers?

Slide adapted from Jurafksy & Martin



Antagonists and Inhibitors
Blood Supply
Chemistry
Drug Therapy
Embryology
Epidemiology
…
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MeSH Subject Category Hierarchy

?

MEDLINE Article

Slide adapted from Jurafksy & Martin

What is the subject of this medical article?
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Slide credit: David MortensenSlide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen



Naive Bayes classification
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen



Input to classification tasks: features
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Slide credit: David Mortensen
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Bag of words document representation

Slide from Jurafsky & Martin
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Term-document matrix

Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen



Naive Bayes formulation
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● For a document d and a class c
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Bayes’ Rule applied to documents and classes

Slide adapted from Jurafksy & Martin



33

Naive Bayes classification formula

MAP is “maximum a 
posteriori”  = most likely 
class

Bayes Rule

Dropping the 
denominator

Slide adapted from Jurafksy & Martin
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Naive Bayes classification formula

Slide adapted from Jurafksy & Martin

"Likelihood" "Prior"

P(c,d) = P(d|c)P(c) by def of 
conditional probability/chain rule
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(Back to the) Naive Bayes classification formula

Slide adapted from Jurafksy & Martin

"Likelihood" "Prior"

Document d 
represented as 
features x1…xn

How often does this 
class occur? Count the 
relative frequency in a 
corpus

Could only be estimated if a very, very large 
number of training examples was available.



Bag of words assumption: Assume word position doesn’t matter

Conditional Independence: Assume the feature probabilities P(xi|cj) are 
independent given the class c.
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Naive Bayes independence assumptions

Slide adapted from Jurafksy & Martin
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Naive Bayes classification formula

Slide adapted from Jurafksy & Martin

For all word positions (tokens) in a test document:



There's a problem with this:

● Multiplying lots of probabilities can result in floating-point 
underflow!

■ .0006 * .0007 * .0009 * .01 * .5 * .000008….
● Idea:   Use logs, because  log(ab) = log(a) + log(b)

■ We'll sum logs of probabilities instead of multiplying 
probabilities!
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Problems with multiplying lots of probs

Slide adapted from Jurafksy & Martin



Instead of this:

This:

Notes:
1) Taking log doesn't change the ranking of classes!
The class with highest probability also has highest log probability!
2) It's a linear model:
Just a max of a sum of weights: a linear function of the inputs
So Naive Bayes is a linear classifier
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We actually do everything in log space

Slide adapted from Jurafksy & Martin



How to calculate P(xi|cj) depends on what type of feature xi and classifier

● Gaussian Naïve Bayes Considers a feature vector of continuous 
variables 

● Multinomial Naïve Bayes Considers a feature vector representing 
frequencies

● Bernoulli Naïve Bayes Considers a vector of binary features 

For sentiment analysis, language ID, and other document classification 
tasks, Multinomial Naïve Bayes is generally best
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Types of Naive Bayes

Slide credit: David Mortensen



Multinomial Naive Bayes Model: Training
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● Simply use the frequencies in the data (c=class, w=word)
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First attempt: maximum likelihood estimates

 

fraction of times word wi appears among 
all words in documents of topic cj

Slide adapted from Jurafksy & Martin



What if we have seen no training documents with the word 
fantastic and classified in the topic positive?

Zero probabilities cannot be conditioned away, no matter the 
other evidence!

Sec.13.3
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Problem with Maximum Likelihood (Zeros)

Slide adapted from Jurafksy & Martin
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Laplace (add 1) smoothing for Naïve Bayes

Slide adapted from Jurafksy & Martin
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Questions?

Homework 1 due next Thu, Feb 1


