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Session 6: Logistic regression, part 1

Michael Miller Yoder
January 29, 2024
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CS 2731 / ISSP 2230
Introduction to Natural Language Processing



● Homework 1 due this Thu Feb 1

○ Rubric has been posted on Canvas

○ Feel free to ask questions in the Canvas discussion forum, email Bhiman or Michael, or 
come to office hours

● Project pre-proposal form is due Mon Feb 5

○ Please plan meeting with your groups to discuss project ideas

○ If you don’t have any specific ideas, that’s fine! We will help you come up with some. 

○ Submit 1 form per group through Google Forms. No need to submit anything on Canvas

● Homework 2 will be released tomorrow

○ Due Thu Feb 15

○ Text classification
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Course logistics

https://michaelmilleryoder.github.io/cs2731_spring2024/hw1
https://forms.gle/PTgXLUs6WCxLrgFt6


● Code walk-through: Clickbait classification with Naive Bayes in 
scikit-learn

● Discriminative vs generative classifiers

● Text classification with logistic regression
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Lecture overview: Logistic regression part 1



Code walk-through:
Clickbait classification with Naive Bayes
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● What steps are needed to go from labeled text data to a classifier?
○ Load in data, matched with labels
○ Preprocessing (tokenize, remove punctuation? lowercase?)
○ Extract features (bag of words, etc)
○ Train classifier
○ Test classifier
○ Interpret classifier

● Colab notebook here: 
https://colab.research.google.com/drive/1QFYJjqkdKDh-OFr3aqdD4O
kddYtq3QLB?usp=sharing 

● Data here: 
https://pitt-my.sharepoint.com/:x:/g/personal/mmy29_pitt_edu/Efc
dzK1ZFL9Dr9ORqvY-O_oBATCBFVhLLD5vDxDItbhkhA?e=0H467X&downl
oad=1  6

Clickbait classification activity

https://colab.research.google.com/drive/1QFYJjqkdKDh-OFr3aqdD4OkddYtq3QLB?usp=sharing
https://colab.research.google.com/drive/1QFYJjqkdKDh-OFr3aqdD4OkddYtq3QLB?usp=sharing
https://pitt-my.sharepoint.com/:x:/g/personal/mmy29_pitt_edu/EfcdzK1ZFL9Dr9ORqvY-O_oBATCBFVhLLD5vDxDItbhkhA?e=0H467X&download=1
https://pitt-my.sharepoint.com/:x:/g/personal/mmy29_pitt_edu/EfcdzK1ZFL9Dr9ORqvY-O_oBATCBFVhLLD5vDxDItbhkhA?e=0H467X&download=1
https://pitt-my.sharepoint.com/:x:/g/personal/mmy29_pitt_edu/EfcdzK1ZFL9Dr9ORqvY-O_oBATCBFVhLLD5vDxDItbhkhA?e=0H467X&download=1


Discriminative vs generative classifiers
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Slide credit: David Mortensen
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Slide credit: David Mortensen



● Generative: builds a model of each of the categories, so it could 
generate instances of them

● Discriminative: weights most heavily the features that best 
discriminate between categories
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Should we use generative or discriminative classifiers?

Slide credit: David Mortensen



We can classify orchids generatively or discriminatively, where x is the orchid and ℓ is the class label
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Finding the correct class for an orchid

Slide credit: David Mortensen



● Naive Bayes is a generative classifier
● Generative classifiers build a model of 

each class
○ P(d|c)P(c) = P(c,d) joint probability
○ Given an observation, return the class 

most likely to have generated that 
observation

● Discriminative classifiers instead learn 
what features are useful to 
discriminate between possible classes
○ P(c|d) directly model conditional 

probability
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Slide credit: David Mortensen

Generative vs discriminative classifiers
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Slide credit: David Mortensen



Logistic regression
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Classification with logistic regression
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen

z = w · x + b
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: Jurafsky & Martin
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Slide credit: David Mortensen
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Questions?

Homework 1 due next Thu Feb 1


